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1. Introduction
	 Raltegraviris an antiretroviral drug used in the 
treatment of HIV-1 infection. The drug inhibits 
the activity of HIV-1 integrase, which impedes the 
insertion of HIV-1 DNA into the host cell genome 
[1]. The activity of HIV-1 reverse transcriptase, 
polymerase and human DNA polymerases α, β, 
and γ do not appear to be affected by Raltegravir 
[2]. Due to an alternative mechanism of action, 
synergistic activity is seen when the medication 
is used in combination with other antiretroviral, 
including reverse transcriptase inhibitors or protease 
inhibitors. The drug has inhibitory effects on a wide 
range of clinical isolates of HIV-1 and HIV-2, which 
is resistant to non-nucleoside reverse transcriptase 
inhibitors and has reduced susceptibility to protease 
inhibitors[3].
	 For comparative pharmacokinetic studies, it is 
essential to quantify the Raltegravir in human plasma 
samples. The Literature survey reveals that high 

performance liquid chromatography (HPLC)and liquid 
chromatography-tandem mass spectrometry [4,5] 
methods have been employed for the determination 
of Raltegravir in dosage forms and human plasma. 
Previously reported methods were found to be tedious, 
time-consuming and less cost-effective. The plasma 
extraction technique used in the previous studies was 
also not found to be cost-effective, and the total run 
time was found lengthy because LC-MS/MS was not 
used [6]. LC-MS/ MS method has been reported for 
the determination of Raltegravir by negative mode [7].
	 Hence, the objective of this work was to develop 
a new validatedbioanalytical technique thatmight 
be cost-effective, simple, less time consuming and 
non-tediousfor determination and quantitation of 
Raltegravir in human plasma by LC-ESI-MS/MS 
method and to apply the same for estimation of 
different pharmacokinetic parameters; and to justify 
the bioequivalence of the test product. 

2. Materials and Methods
2.1 Chemicals and reagents
	 Raltegravir (API, Purity 97.89%) procured from 
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Mcneil & Argus Pharmaceuticals Ltd., Haryana, 
India; the test tablet provided by an Indian company 
(the sponsor); Reference tablet (Isentress 400mg) 
manufactured by Merck Sharp &Dohme procured 
from the local market, Propranolol procured from 
ShubhamBiopharma, Mumbai, India (used as an 
internal standard in the chromatography study). 
Merck Pvt. Ltd, Mumbai, India was chosen to procure 
acetonitrile, dimethyl sulphoxide (DMSO) and formic 
Acid (all are HPLC grades). Water was purified to 
obtain 18.2 MΩ-cm using the Milli-Q gradient system 
of Millipore (Elix, Milli-Q A10 Academic, Bedford, 
MA, USA). The CPU (Clinical Pharmacological 
Unit) of TAAB Biostudy Services, Kolkata, India was 
chosen to procure the blank human plasma consisting 
of the anticoagulant EDTA-K3.

2.2 Ethical clearance, Volunteer Consenting and 
Study Design details
	 The study protocol, Informed Consent Form, 
Subject Information Sheet, Case Record Form and 
other related documents were submitted to the HURIP 
Independent Bioethics Committee, Kolkata, West 
Bengal, India
	 [CDSCO Registration No.: ECR/103/Indt 
WB/2013/RR-19]. For initiation of the study, 
ethical clearance was obtained before the study. 
In the presence of a clinical investigator, the study 
coordinator, volunteers and other study team members 
were informed about the whole study procedure and its 
benefits of it. After collecting written informed consent 
from the volunteers, twenty-four healthy human 
volunteers were screened and included in the study. 
Health protection and Volunteers’ rights during the 
study were ensured by the study team and by the ethics 
committee. The study was randomized, openlabeled, 
two treatment, two periods and blinded. Due to the 
comparative pharmacokinetic study, the volunteers 
have been exposed to both the test and reference drugs. 
The maintained washout period between the two study 
periods was 10 Days.

2.3 Drug information and Dosing
	 In the present study, a comparative 
pharmacokinetic study of single-dose Raltegravir 
400 mg manufactured by an Indian company was 
compared under the framework of BA/BE studies. 
Isentress 400mg, manufactured by Merck Sharp & 
Dohme, The Netherlands was used as a reference 
product. After the clinical and vital parameters 
examination of the volunteers, they were given either 

test or reference product based on the randomization 
code (Table 1) in each clinical period. The drug was 
taken with 240±2 ml of drinking water on an empty 
stomach with at least 10h fasting condition in a single 
dose without chewing.
Table 1 – Demographic data of Healthy Human Volunteers
	 Age 	 Height 	 Weight 	 BMI  
	 (Years)	 (cm)	 (kg)	 (kg/m2)
Mean ± SD	 36.54 ± 6.61	162.96 ± 6.05	58.17 ± 5.39	 21.90 ± 1.54
Maximum	 45	 171	 72	 23.94
Minimum	 25	 150	 51	 19.33

2.4 Sampling schedule and Blood collection	
	 Throughout the analysis, volunteers were asked 
not to change their eating habits. Total of 15venous 
blood samples were collected pre-dose (0 h) and the 
following post-dose intervals of time were 0.5 h, 1.0 
h, 2.0 h, 3.0 h, 3.5 h, 4.0 h, 4.5 h, 5.0 h, 6.0 h, 8.0 h, 
10.0 h, 12.0 h, 24.0 h and 48.0 h. The sampling was 
done by the phlebotomist (study team member) [8]. 
5ml of blood was taken at each time point. Collected 
blood samples were centrifuged immediately with 
EDTA. Plasma was separated and stored frozen at 
–20 0C with appropriate labeling of the volunteer 
code number, collection time and study date.

2.5 Instrumentation
	 The liquid chromatographic system consists of a 
Shimadzu series LC-20 AD Binary pump, CTO-10 AS 
VP Column oven, SIL 20 AC Autosampler, andCBM-
20A Lite System Control Compartment. The LC-
ESI-MS/MS system API 2000 with triple quadrupole 
tandem mass spectrometer (Applied Biosystems/MDS 
SCIEX,) was used for the quantitative determination 
of Raltegravir and propranolol (IS) in human plasma. 
Data acquisition, processing, and quantitation were 
performed with Analyst 1.6.3 software (Applied 
Biosystems/ MD SCIEX).

2.6 Chromatographic conditions
	 The mobile phase for the chromatographic 
separation was done using 0.1% formic acid in 
Milli-Q wateras mobile phase (Pump A) and another 
mobile phase 0.1% formic acid in acetonitrile (Pump 
B) in gradient mode, on aPhenomenex Kinetics C18 
column (50x3mm; 5µm), the flow rate was 0.5 ml/
min.and the injection volume was 10μL with a run 
time of 7.0 minutes with autosampler temperature 
maintained at 15°C. 

2.7 Internal Standard (IS) selection
	 Different types of drug compounds were tested 
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for the selection of a suitable IS during the method 
development, like letrozole, diclofenac, tolbutamide, 
metoprolol and propranolol. Finally, propranololwas 
selected as IS for its excellent response, good peak 
shape and rapid elution rate. It has also shown high 
recovery, chromatographic and ionization properties 
with the analyte. In the selected mobile phase and 
column, propranolol (IS) showed no interference with 
the performance as well as the intensity of molecular 
ion peak in the mass spectrometric analysis remained 
unaffected and co-eluted properly.

2.8 Mass spectrometry
	 The mass spectra of the compounds were 
determined using a turbo electrospray ionization 
interface with multiple reaction monitoring. Positive 
ionization mode was used for the measurement of 
ions. Optimization of tuning parameters was done 
by injecting 100 ng/ml of standard solution, which 
contained Raltegravir(Analyte) and propranolol (IS) 
at 10 ml/min by using an external syringe pump 
that was directly affixed to the mass spectrometer. 
Needle spray was done at an applied high voltage 
was 5.5 kV. A scan Dwell (ms) time of 200.00 msec 
was used to program the instrument.Raltegravir(the 
analyte) and propranolol (IS) were measured using 
the MRM transition of m/z 445.300è361.100, 
m/z 260.300è116.100, respectively, other mass 
spectrometric conditions are for Raltegravir and 
propranolol DP (V): 65 and 33, FP (V): 399 and 393, 
CXP: 19.66 and 15.03, CE (eV): 33 and 28, EP (V): 
8.60 and 8.50 respectively. 400°C was set as the turbo 
ion spray source temperature along with a voltage 
of 5500.00 V. The nebulizer gas (GS1) had a value 
of 55.00 psi. Accompanied by a turbo ion spray gas 
(GS2) at 45 psi 30.00 and 5.00 (arbitrary scale) were 
the curtain gas (CUR) and the collision-associated 

dissociation (CAD) gas flow, respectively, that were 
maintained in the instrument. The Q1 scanand MS2 
scan of Raltegravir are shown in Fig. 1 and Fig. 2 
respectively. Fig. 3 shown the MRM chromatogram 
of Raltegravir and IS in plasma.

2.9 Preparations of Standard solutions
	 Using DMSO, 1 mg/ml of Raltegravir and IS 
solutions were prepared respectively. Further dilution 
of these solutions with the mobile phase was made to 
attain a stock solution of 8 μg/ml for ISand 10 µg/
ml for Raltegravir. Further dilution of these stock 
solutions was made to attain eight working solutions 
for calibration standards. All solutions were kept at 
a temperature of 2-8°C. The prepared concentrations 
were 62.5 ng/ml, 125 ng/ml, 250 ng/ml, 500 ng/ml, 
1000 ng/ml, 2000 ng/ml, 4000 ng/ml, and 8000 ng/ml.

2.10 Preparations of quality control samples
	 The eight-point standard calibration solutions of 
Raltegravir were used to prepare four types of quality 
control samples: LLOQ, LQC, MQC and HQC. The 
calibration concentration of the LLOQ has the lowest 
at 62.50 ng/ml. The middle concentration of the 
second (125 ng/ml) and third (250 ng/ml) calibration 
concentrations, i.e. the LQC was 187.5 ng/ml. 

Fig. 1 – The Q1 scan of Raltegravir Fig. 2 – The MS2 scan of Raltegravir

Fig. 3 – MRM chromatogram of Raltegravir and IS in plasma
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Similarly, the middle concentration of the sixth (2000 
ng/ml) and seventh (4000 ng/ml) of the calibration 
concentrations, i.e. the MQC had a concentration of 
3000 ng/ml. Likewise, the middle concentration of 
the seventh (4000 ng/ml) and eighth (8000 ng/ml) 
of the calibration concentrations, i.e. the HQC had a 
concentration of 6000 ng/ml.

2.11 Preparations of the calibration curve
	 By spiking appropriate analyte and IS in blank 
human plasma, eight-point standard calibration 
solutions of Raltegravir were prepared to yield final 
concentrations. The QC samples of LLOQ, LQC, 
MQC, and HQC were prepared at three concentration 
levels of the analyte. Using the concentration on the 
X-axis and a peak area ratio of the drug and IS on 
Y-axis, the calibration curve was plotted. 

2.12 Sample preparation 
	 The protein precipitation technique was used 
forthe extraction of the drug from plasma sample 
collected[9,10,11,12]. A blank plasma sample of 100μl 
was added to a 2ml plastic micro-centrifuge tube. 
50μl of both the working solutions of IS[8 μg/ml] and 
Raltegravir was spiked into the blank plasma sample 
and vortexed for a minute. Following this, 300μl ice-
cold acetonitrile was added and furthervortexed for 
another 10 min. The resulting sample was centrifuged 
at 12000rpm at 4oC for 5min. 250μl of the upper 
organic layer was transferred to the autosampler vials, 
and 10μl aliquot of the collected layer was injected 
into the chromatographic system [13,14].

3. Bioanalytical method validation
3.1 Selectivity
	 Separate healthy human volunteers were selected 
for the collection of blank plasma for the establishment 
of selectivity of the method. For determination of 
the selectivity, the lower limit of quantification or 
LLOQ level was used. As per the USFDA and EMA 
guidelines, the acceptance criteria for selectivity are 
that the analyte area response should not be more 
than 20% in the blank than the LLOQ at retention 
time. [15,16]

3.2 Carryover 
	 To analyze the possibility of interference of an 
injected run from an immediate previous run, blank 
samples were injected after HQC sample. If the 
carryover from a high concentration injection is <20% 
of the area of LLOQ, it qualifies under USFDA and 
EMA.[15,16]

3.3 Sensitivity
	 The sensitivity method was confirmed by injecting 
the spiked plasma level at LLOQ five times. The 
USFDA and EMA guidelines state that the analyte 
peak area at LLOQ has to be higher than five times 
the blank’s peak area. USFDA guide states that the 
accuracy of the injected LLOQ samples should be 
within ±20% of the coefficient of variation (CV %). 
[15,16]

3.4 Linearity
	 The eight-point (62.5 ng/ml, 125 ng/ml, 250 ng/
ml, 500 ng/ml, 1000 ng/ml, 2000 ng/ml, 4000 ng/
ml, and 8000 ng/ml) standard calibration curve the 
linearity was evaluated through regression analysis. 
The standard calibration curve was constructed, 
taking the drug/IS ratio on Y-axis and concentration 
on X-axis to determine the correlation coefficient (R²) 
of the standard curve [15,16,17].

3.5 Accuracy
	 Five replications of four different concentrations 
(LLOQ, LQC, MQC, and HQC) were used for the 
evaluation of the accuracy of the method. The ratio of 
the drug to IS peak area was determined, and the line 
equation (y=mx+c) was used to back-calculate the 
concentration. The deviation of the estimated back-
calculated value from the theoretical concentration 
was determined to calculate the accuracy. As per the 
guideline of USFDA and EMA, the acceptance criteria 
for accuracy is ±15% of the theoretical concentration 
except at LLOQ, where it should be within ±20% 
[15,16,18].

3.6 Precision 
	 The precision of the analytical procedure was 
assessed after injecting the spiked plasma samples 
into five replicates at LLOQ, LQC, MQC, and HQC 
levels. For the back-calculated concentrations for the 
repeated injections, the CV percent was calculated. 
The CV percent of the response of injections 
injected on the same day was used to determine 
intraday precision. The CV percent of the measured 
values of the samples injected on various days was 
used to determine inter-day accuracy. According 
to the guidelines set out by the USFDA and the 
EMA[15,16,19].

3.7 Extraction Recovery 
	 The determination of the potentiality of the sample 
preparationusing the Protein Precipitation Technique 
(PPT) to extract Raltegravir and IS from biological 
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samples was done by comparison of chromatographic 
responses found in LQC, MQC and HQC levels of 
extracted samples to that of the un-extracted samples 
of similar concentration corresponding 100% recovery. 

3.8 Matrix Effect
	 The plasma constituents’ effect over the ionization 
of the analyte and IS was determined by comparing the 
chromatographic responses of the extracted (Post) LQC, 
MQC and HQC samples with the analyte’s response 
from neat samples at equivalent concentrations.

3.9 Stability
	 There are different types of stability studies 
performed here to estimate the drug stability in 
plasma; there are autosampler stability, freeze-thaw 
stability, benchtop stability, long-term stability, and 
short-term stability. The Blank Human plasma was 
spiked with the analyte and IS at the concentration 
of three quality control LQC, MQC, and HQC in 
five replicates followed by extraction and analyzed 
after completing the suitable storage condition for 
individual stability tests. For testing the stabilities of 
the analyte in the stock, the solution was analyzed 
by freshly preparing the Quality Control samples 
from the stock solution before the study. For analysis 
of the short-term stability study, the spiked plasma 
sample was stored for 24 hours at - 20°C before 
extraction.The Freeze and thaw stability study was 
done by storing samples at -20°C and exposed to 
three repeated freeze and thaw cycles by freezing at 
-20°C and thawing at normal laboratory conditions. 
The samples were kept in an autosampler maintained 
at 15°C for 24 hours before injecting to determine 
the autosampler stability. The samples were kept on 
abenchtop maintained at room temperature or normal 

laboratory conditions for 24 hours before injecting to 
determine the benchtop stability. A Long-term stability 
study was done by storing the spiked plasma sample 
for 12 days at - 20°C before extraction and analysis. 
Freshly spiked Quality Control sample at HQC, 
MQC, and LQC was used to determine the stability 
testing accuracy against the stability samples. If it is 
within ±15%, then it is acceptable under USFDA and 
EMA guidelines [15,16,20].

4. Results and Discussions
4.1 Selectivity 
	 Blank plasma samples devoid of response and which 
indicated no interference of plasma at RT comparable 
to Raltegravir was observed in the chromatograms. 
Hence, the requirements of selectivity were met by 
the selectivity method as the peak area at RT in blank 
samples showed a deviation of ≤20% when compared 
to that of analyte LLOQ. 

4.2 Carryover 
	 The Raltegravir RT was devoid of any response 
when injected after HQC, in a blank chromatogram. 
The developed method was free of carryover problems 
as the analyte peak response was lower than 20% of 
LLOQ.

4.3 Sensitivity 
	 At LLOQ, the blank’s peak area was >5x in 
comparison to the peak area of the analyte. The 
precision (%CV) values of 0.078% to 7.86% 
were observed for the Raltegravir. Hence, the 
developed method was sensitive because the LLOQ 
concentration was found 62.50 ng/ml in plasma.

4.4 Linearity 
	 The R2 value of 0.9965 (Fig.4) was recorded for 

Fig. 4  – Plasma calibration curve of Raltegravir
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the seven points calibration curve of Raltegravir. 
85.91%-105.66% was the mean accuracy seen for 
Calibration concentration for Raltegravir. Hence, the 
developed method has linearity present over a range 
of concentration of 62.50 ng/ml to 8000 ng/ml for the 
analyte.

4.5 Accuracy 
	 The Quality Control samples, whose concentrations 
were back-calculated, lay within the 90.25% to 
99.09% of accuracy range for Raltegravir for all 
five replicates, including LLOQ. Accuracy values 
fell within the USFDA guidelines for LLOQ within 
±20%, MQC, and LQC and HQC ±15% as depicted 
in the results. Table 2 and Table 3 show the results of 
inter-day and intra-day accuracy studies, respectively.

Table 2 – Interday-accuracy (Between Run)

Quality 
control

Concen- 
tration  
(ng/ml)

Run Mean 
found  

(ng/ml)

SD CV  
(%)

Accuracy 
(%)

LLOQ 62.5

1 56.404 3.615 6.408 90.25

187.5 61.934 8.440 13.627 99.09

3000 60.630 3.754 6.192 97.01

LQC 187.5

1 186.108 15.298 8.220 99.26

2 203.572 16.019 7.869 108.57

3 200.062 9.304 4.651 106.70

MQC 3000

1 2816.998 241.091 8.558 93.90

2 3351.148 191.318 5.709 111.70

3 2887.606 941.962 11.842 96.25

HQC 6000

1 5451.146 327.926 6.061 90.85

2 6592.004 713.777 10.828 109.87

3 5255.280 735.836 14.002 87.59

Table 3 – Intra-day-accuracy (Within Run)

Quality 	 Concentration	 Mean	 SD	 CV	 Accuracy 
control		  found		  (%)	 (%)
(ng/ml)

LLOQ	 62.5	 66.10	 0.771	 1.166	 105.76
LQC	 187.5	 192.508	 14.718	 7.646	 102.67
MQC	 3000	 2717.540	 145.359	 5.349	 90.58
HQC	 6000	 5150.158	 345.801	 6.714	 85.84

4.6 Precision 
	 For the Raltegravir, the inter-day CV% of the 
back-calculated concentrations, including that of the 
LLOQ lay within 4.651% to 14.002%. For intra-day, 

the range was determined to be 1.166% to 7.646% for 
Quality Control samples prepared on three different 
days. Table 2 and Table 3 showcase the results of 
intra-day and inter-day experiments, respectively, 
which satisfies the establishment of repeatability of 
the method within the acceptance criteria.

4.7 Extraction Recovery 
	 The mean extraction recovery for Raltegravir at the 
Quality Control levels was 90.07% to 107.05%. For 
this drug analysis, the developed method of sample 
preparation is perfect. Hence, it shows high extraction 
efficiency for the analyte. Table 4 shows the result of 
the extraction recovery. 

Table 4 – Extraction Recovery

Diluent Sample In Plasma Sample

Quality 
Control  
(ng/ml)

LQC MQC HQC LQC MQC HQC

Concen-
tration 

187.75 3000 6000 187.75 3000 6000

Mean 
found 

208.28 3045.75 5085.00 187.59 2794.57 5443.45

% Recovery 90.07 91.75 107.05

4.8 Matrix effect
	 Evaluation of the matrix effect was done by the 
analysis of three batches of Quality Control samples 
HQC, MQC, and LQC for the analyte. ±15% was the 
average matrix effect value obtained for the analyte. 
Table 5 shows the result of the matrix effects of the 
analyte. Insignificant changes were seen.

Table 5 – Matrix effect (Analyte)

Quality 
Control
(ng/ml)

Concen-
tration 

Mean 
found 

SD CV 
(%)

Mean 
found 

(ng/ml)

SD CV 
(%)

% OF 
ME

LQC 187.75 193.13 9.51 4.92 210.41 12.92 6.14 92.02

MQC 3000 2934.73 132.76 4.52 3307.44 247.71 7.49 89.18

HQC 6000 5326.79 116.09 2.18 5472.44 791.31 14.46 98.81

4.9 Stability 
	 All tested stability conditions of the Raltegravir 
are found stable, including 24 hours on the benchtop, 
24 hours in autosampler, three freeze-thaw cycles, 24 
hours short term stability, and 12 days long term
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Table 6 – Stability Studies

Stability Quality 
control 
(ng/ml)

Concentration Mean  
found 

Accuracy 
(%)

Freshly 
Thawed

LQC 187.75 192.37
MQC 3000 2767.15
HQC 6000 5335.75

Benchtop
(24 Hours)

LQC 187.75 174.17 90.54
MQC 3000 2944.48 106.41
HQC 6000 5218.60 97.80

Autosampler
(24 Hours)

LQC 187.75 200.68 104.32
MQC 3000 3003.38 108.54
HQC 6000 5760.36 107.96

Freeze-thaw 
(3 Cycles)

LQC 187.75 202.41 105.22
MQC 3000 2729.97 98.66
HQC 6000 5532.14 103.68

Short term 
(24 Hours)

LQC 187.75 108.73 93.95
MQC 3000 2944.98 106.43
HQC 6000 5486.54 102.83

Long term
(12 Days)

LQC 187.75 192.00 99.89
MQC 3000 9080.00 111.31
HQC 6000 5480.00 102.70

stability. The samples accuracy of all the run at 
LQC, MQC and HQC levels was within ±15% of the 
analyte. Table 6 shows the results of all the stability 
studies.

5. Application of LC-ESI-MS/MS method in 
comparative pharmacokinetic study in healthy 
human volunteers
	 Under fasting conditions with a single dose of 
administration, the comparative pharmacokinetic 
study was carried out on 24 healthy human 
volunteers. The volunteers were exposed to both test 
and reference preparations. Administration of the 
reference preparation, Isentress 400mg containing 
Raltegravir 400mg produced the maximum plasma 
concentration that is 4078.225 ng/ml (Cmax) at the 
time 1.583 hr. (tmax). The test preparation of tablet 
formulation containing identical doses of the drug 
produced the Cmax of 3956.881 ng/ml at the time 
1.667 hr. (tmax) for Raltegravir. The other comparative 
pharmacokinetic parameters are also shown in Table 
7. Moreover, Table 8 shows 90% CI Calculation. Fig. 
5 shows a representative MRM chromatogram of the 
volunteer plasma sample of Raltegravir and IS and 
Fig. 6 shows the Mean Plasma concentration-time 
profile of Raltegravir. 

Fig. 5 – Representative MRM chromatogram of volunteer plasma sample of Raltegravir and IS.
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6. Conclusion
	 The bioanalytical method development for 
Raltegravir is highly sensitive, selective, and rugged. 
Moreover, found very simple and reproducible. And 
the validated LC–ESI-MS/MS method provided a 
reliable and rugged approach for the determination 
and quantitation of the drug Raltegravir in human 
plasma in the positive ionization mode. Previously 
Raltegravir was estimated by HPLC-UV in human 
plasma and the run time takes more than 10 minutes 
per sample. But in this, work only 7 minutes (per 
sample) was the run time. For this reason, this 
work was cost effective due to less solvent used, 
less current consumption, non-tedious and more 
productivity. The protein precipitation technique 
procedure afforded highly selective separation of 
the analyte from endogenous components enabling 
quantification of 62.50 ng/ml–8000 ng/ml on-column 
per sample injection employing 100 µl plasma 
samples. The method was extensively validated for 
stability under different storage conditions and matrix 
effect. It was successfully applied in a clinical study. 
Throughout the pharmacokinetic study, there were no 
discomforts or adverse event were occur or reported 
after administration of the test and reference tablet 
formulation to the volunteers. Accounting to the 
relative bioavailability of test preparation was found 
to be 98.94%. The two formulations were considered 
bioequivalent because of the rate and extent of 
absorption within 80%–125% confidence interval. In 
this whole study, no SAE was found in any healthy 
human volunteers; therefore we may conclude that 
the test formulation was found to be safe.

Table 7 – Pharmacokinetic parameters in 24 volunteers with the 
test and reference preparation

Pharmacokinetic 
parameters

Reference Preparation 
(A1)

Test Preparation 
(A2)

Cmax  
(ng/ml)

Mean 4078.225 Mean 3956.881
± SD. 400.410 ± SD. 509.903

tmax (hr.)
Mean 1.583 Mean 1.667
± SD. 0.584 ± SD. 0.482

AUC 0-t (ng. hr./
ml)

Mean 16762.439 Mean 16585.291
± SD.  1583.222 ± SD. 1853.264

AUC 0-∞ (ng. hr./
ml)

Mean 17397.039 Mean 17212.125
± SD. 1632.358 ± SD. 1876.924

kel (hr.-1)
Mean 0.088 Mean 0.088
± SD. 0.010 ± SD. 0.008

t1/2 (hr.)
Mean 7.974 Mean 7.948
± SD. 0.775 ± SD. 0.600

Relative 
Bioavailability 
(%)

100 % 98.94%

Table 8 – 90% CI Calculation

Untransformed Ln Transformed

Cmax

M = 0.967, 90% CI 
[0.90153, 1.03247]

M = 0.996, 90% CI 
[0.98794, 1.00406]

AUC0–t

M = 0.988, 90% CI 
[0.93428, 1.04172]

M = 0.999, 90% CI 
[0.99363, 1.00437]

AUC0–∞

M = 0.988, 90% CI 
[0.93663, 1.03937]

M = 0.999, 90% CI 
[0.99363, 1.00437]

Relative 
Bioavailability 

98.94%

Fig. 6 – Mean Plasma concentration-time Profile of Raltegravir
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Introduction
	 Halochromates have always been associated with 
the oxidation of different organic molecules in the 
process of organic synthesis. They are basically very 
mild and specific oxidizing reagents used for the study 
of reaction kinetics [1]. Morpholinium Fluorochromate 
(MFC) is also one such oxidizing agent, which is 
commonly used for the oxidation of different organic 
compounds [2]. We have chosen substituted benzyl 
alcohols as substrate. They are aromatic, transparent 
and water-soluble liquids which are polar and nontoxic 
in nature. Due to their water and alcohol solubility, 
they undergo selective oxidation in the presence 
of non protic solvent and forms corresponding 
benzaldehydes, which are commercially used in 
the food items for enhancing almond flavour, in the 
pharmaceuticals and in plastics as an additive. Thus, 
oxidation of mono substituted benzyl alcohols is very 
important process commercially. 
	 In continuance of our previous work [3-6], in 
this article we report the oxidation kinetics of some 
mono substituted benzyl alcohols by MFC in which 
we have used DMSO as a solvent, resulting in the 
formation of corresponding benzaldehydes. This work 
has not been reported so far in the DMSO, which is 

an aprotic solvent. We have also tried to correlate 
reactivity and structure in this reaction.

Experimental
Materials:

       MFC 3D structure                        MFC

MFC: IR Spectrum

	 We have prepared MFC by the method already 
reported [2] and we have used iodometric method 
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to check its purity. The purification of alcohols 
was done by the method described earlier [7]. α, 
α-Dideuteriobenzyl alcohol (PhCD2OH) was also 
formed by the given method [8]. Its isotopic purity 
was found out by the NMR spectra, which was 96 
± 3%. Para toluenesulphonic acid (TsOH) was used 
as H+ ions source. Solvent’s purification was done by 
their usual reported methods [9].

Product analysis:
	 We have done the product analysis under kinetic 
conditions. For this in a typical experiment, we have 
taken different substituted benzyl alcohols (5.4 g, 
0.05mol) and MFC (3.10 g, 0.01mol). The solutions 
were made up to 50 cm3 in DMSO and set aside in 
the dark for 15 hr to make sure the completion of the 
reaction. This is important to avoid auto oxidation. 
Then we treated the solution with saturated solution 
of DNP with HCl and kept it in the refrigerator 
overnight. Now we filtered off the precipitated DNP, 
dried and weighed it, recrystallized it by using 
ethanol, and weighed it again. The DNP yields before 
and after recrystallization were 2.64 g (92%) and 
2.34 g (82%), respectively. The mixed m.p. of this 
DNP was found similar with the m.p. of the DNP of 
corresponding benzaldehyde. Oxidation state of Cr in 
the entirely reduced reaction mixtures was determined 
iodometrically and was found to be 3.90 ± 0.16.

Kinetic measurement:
	 We have maintained a large excess (× 15) of the 
Benzyl alcohols over MFC to attain the pseudo-first 
order conditions. We have used DMSO as solvent and 
followed their actions, at constant temperatures (± 0.1 
K), by observing the gradual reduction in the MFC 
concentration spectrophotometrically at 356 nm. No 
considerable absorption was shown by other reactant 
or product at 356 nm. Linear plots of log [MFC] 
versus time for up to 80% of the reaction(r = 0.990 - 
0.998) indicated pseudo-first order rate constant, kobs. 
The rate constants were reproducible with in ± 3%. 
The second order rate constantwas obtained by the 
relation: k2 = kobs/[alcohol]. No PTS was used in the 
reactions where effect of H+ was not studied.

Results and Discussions
	 We have obtained rates and all other experimental 
data for all the given substituted benzyl alcohols. 
As the results are similar, we have reproduced only 
representative data here.

Stoichiometry:
Corresponding benzaldehydes were formed by 
the substituted benzyl alcohols oxidation by 
MFC.  Products analysis and the stoichiometric  
determinations point toward the following overall 
reaction (1). Here H of (-CH2) is different for different 
benzyl alcohols.

ArCH2OH + CrO2FOMH ⎯→ ArCHO + (HO)2CrFOMH  
                                                                    … (1) 
	 Thus, there is a two electron change in this 
reaction by MFC. It is also in conformance with the 
earlier studies with MFC [3-6]. Both PFC [10] and 
PCC [11] also work on the same line and are reduced 
to the chromium (IV) species, which can be shown by 
deciding the oxidation state of the chromium.

Rate laws:
	 The reactions show first order kinetics w.r.t. the 
MFC. A typical kinetic run is represented in Fig. 1. 
Moreover kobs (pseudo-first order rate constant) is not 
dependent on the initial concentration of MFC. Table 1 
clearly shows that as the concentration of the alcohols 
increases, the rate of reaction also increases. But it is 
nonlinear. A graph between 1/kobs and 1/[Alcohol] was 
straight line (r >0.996) with an intercept on the rate-
ordinate (Fig. 2), which shows that Michaelis-Menten 
type of kinetics is involved w.r.t. the alcohols. This 
leads the following overall mechanism (2) and (3) 
and rate law (4).
 

Alcohol + MFC [Complex]

[Complex] Products

K

k2
k2

Rate = k2 K [Alcohol] [MFC] / ( 1 +K[Alcohol])

( 2)

( 3)

( 4)

Fig. 1  – The Benzyl alcohol oxidation by MFC:  
A typical kinetic run
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Fig. 2  – The benzyl alcohol oxidation by MFC:  
A double reciprocal plot

	 The dependence of rate of reaction on the reductant 
concentration was calculated at various given 
temperatures. The double reciprocal plots helped in 
evaluating the values of K and k2. The calculation of 
the formation constants for the complex formation 
(thermodynamic parameters) and the dissociation 
constant of the complex’s decomposition (activation 
parameters) were done from the values of K and k2, 
respectively at given temperatures (Tables 3 and 4).

Tests for free radicals:
	 The benzyl alcohol oxidation by MFC, in 
nitrogen atmosphere failed to induce the acrylonitrile 
polymerization. Further, an addition of a radical 
scavenger, acrylonitrile, had no effect on the rate  
(Table 1).

Table 1 – Rate constants for the benzyl alcohol oxidation by  
MFC at 308 K

103[MFC] 
(molL-1)

[Alcohol]
(molL-1)

[TsOH]
(molL-1)

104 kobs
(s-1)

1.0 0.1 1.0 12.5
1.0 0.2 1.0 17.2
1.0 0.3 1.0 22.0
1.0 0.5 1.0 24.6
1.0 0.8 1.0 25.9
1.0 1.0 1.0 26.8
1.0 0.8 1.0 28.4
1.0 0.8 1.0 30.1

2.0 0.8 1.0 22.2
4.0 0.8 1.0 23.8
6.0 0.8 1.0 22.9
8.0 0.8 1.0 22.5
1.0 1.0 1.0 21.1*

*Contained 0.001 mol L-1acrylonitrile

[Bn. Alcohol] 0.10 mol L-1   [MFC] 0.001 mol L-1       Temperature 308 K

[TsOH]/mol L-1 0.10 0.20 0.40 0.60 0.80 1.00

104 kobs/s-1 14.3 16.1 18.6 21.8 26.6 27.5

Table 2 – Dependence of rate of reaction on  
hydrogen-ion concentration

Table 3 – Rate constants and activation parameters of  
oxidation of substituted bn. alcohols by MFC

Subst. 104 k2 (L mol-1 s-1) ∆H* -∆S* ∆G*
288 K 298 K 308 K 318 K kJ mol-1 J mol-1K-1 kJ mol-1

H 6.64 13.4 28.8 59.4 53.3±1.0 45±3 66.5±0.9
p-Me 12.6 26.5 58.9 102 51.4±1.3 46±4 64.8±1.1
p-OMe 25.4 50.6 103 207 50.8±0.8 42±2 63.2±0.6
p-Cl 4.67 8.58 18.0 38.8 51.4±2.1 55±6 67.5±1.6
p-Br 4.62 8.40 17.9 37.2 50.8±1.9 57±6 67.5±1.5
p-F 6.06 11.8 26.5 56.0 54.3±1.6 42±5 66.7±1.3
p-NO2 1.18 2.54 5.10 9.98 51.6±0.1 65±1 70.7±1.2
p-CO2Me 1.91 3.87 7.90 14.9 49.8±0.4 67±1 69.6±0.3
p-CF3 1.64 3.26 6.46 12.9 49.7±0.8 69±2 70.0±0.6
p-CN 1.41 2.88 5.83   11.1 49.9±0.3 69±1 70.3±0.2
p-SMe 14.7 30.9 61.8 112 49.2±0.5 52±1 64.5±0.4
p-NHAc 12.4 25.8 54.0 106 52.1±0.4 44±1 64.9±0.3
p-NMe2 119 237 469 842 47.4±0.4 41±1 59.5±0.3
m-Me 10.6 21.9 47.1 88.4 51.7±0.6 46±2 65.3±0.5
m-OMe 10.2 20.1 43.5 85.8 51.9±1.0 46±3 65.5±0.8
m-F 3.75 6.95 13.9 26.8 47.6±1.1 69±3 68.1±0.9
m-Cl 3.20 6.41 12.7 24.9 49.5±0.5 64±2 68.4±0.4
m-NO2 1.26 2.55 5.06 10.2 50.4±0.7 68±2 70.6±0.6
m-CF3 1.64 3.23 6.46 12.9 49.8±0.8 68±2 70.0±0.7
m-CO2Me 1.91 4.26 7.77 15.6 50.0±1.0 66±3 69.5±0.8
m-Br 3.15 6.32 12.6 24.0 49.1±0.3 65±1 68.4±0.3
m-NHAc 7.23 13.8 29.1 60.6 51.6±1.5 50±5 66.4±1.2
m-CN 1.19 2.91 5.76 10.5 52.5±1.6 61±5 70.5±1.3
m-SMe 7.86 15.6 32.7 65.1 51.4±0.9 50±2 66.1±0.7
o-Me 44.4 97.3 182 354 49.7±0.7 41±2 61.8±0.6
o-OMe 37.2 76.8 155 290 49.7±0.2 43±1 62.3±0.2
o-NO2 1.35 2.66 5.34 10.8 50.2±0.9 69±3 70.5±0.7
o-CO2Me 5.61 10.3 21.9 43.5 49.9±1.6 58±5 67.1±1.2
o-F 7.50 14.7 30.9 62.4 51.5±1.1 50±3 66.2±0.8
o-Cl 11.1 22.8 47.1 93.9 51.7±0.5 46±2 65.2±0.4
o-Br 14.7 28.2 58.9 110 49.0±0.9 53±2 64.6±0.7
o-I 22.8 45.3 93.0 173 49.2±0.5 48±2 63.5±0.4
o-CN 2.00 4.62 8.31 16.5 50.2±1.3 65±4 69.4±1.0
o-NHAc 57.0 110 221 407 47.7±0.6 46±2 61.3±0.4
o-SMe 54.3 107 209 389 47.5±0.3 47±1 61.4±0.2
o-CF3 8.84 19.2 39.9 78.6 52.9±0.1 43±4 65.7±0.9
α,α'-BA 1.90 3.82 7.64 15.2 50.2±0.6 66±2 69.6±0.5
kH/kD 3.49 3.50 3.77 3.91

Effect of acidity:
	 The hydrogen ions were used to catalyze the 
reaction. Dependence of the hydrogen-ion has been 
shown in the form of kobs = a + b[H+] (Table 2). 
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The values of a and b for benzyl alcohol are 8.95 
± 0.64 ×10−4 s−1 and 15.3 ± 1.05 × 10−4 mol−1L s−1, 
respectively (r2 = 0.9814).

Kinetic isotope effect:
	 The cleavage of α-C−H bond in therate-
determination step is a very important step in 
establishing the reaction mechanism course. For this 
we have studied the oxidation of α, α-di-deuterio 
benzyl alcohol and found out that indeed bond 
cleavage is taking place in the rate determining step. 
The presence of significant primary K. I. E. has also 
been shown by our results (Table 3).

Effect of solvents:
	 Effect of different organic solvents on the 
oxidation of substituted benzyl alcohols was studied. 
As MFC reacts with primary and secondary alcohols, 
the selection of solvents was restricted by the 
solubility of MFC and its reaction with primary and 
secondary alcohols. There was no reaction with other 
solvents chosen by us. As oxidation process showed 
similar kinetics in all the solvents, we have shown 
representative data for benzyl alcohol. The values of 
k2 are given in Table 5.
	 A linear correlation (r2=0.9270) was observed 
between the activation enthalpies and entropies of 
oxidation of 33 substituted benzyl alcohols, indicating 
that a compensation effect is taking place [12]. The 
isokinetic relationship was established by Exner’s 
[13] plot between log k2 at 288 K and at 318 K, which 
was found linear (r2 = 0.9978) (Fig. 3). The isokinetic 
temperature’s value calculated from the Exner's plot 

was 662 ± 34 K. The linear isokinetic correlation 
suggested that in our study oxidation of all the mono 
substituted Benzylalcohols are taking place by same 
mechanistic pathway and the changes in the rate of 
reaction are taking place because of changes in the 
entropy and enthalpy of activation.

Table 4 – Formation constants for the formation of MFC-Bn. 
alcohol complex and thermodynamic parameters

Subst. 104 k (dm3 mol-1) - ∆H* -∆S* -∆G*
288 K 298 K 308 K 318 K kJ mol-1 J mol-1 K-1 kJ mol-1

H 7.95 7.30 6.67 5.95 11.0±0.4 14±1 7.0±0.3
p-Me 7.13 6.53 5.85 5.24 10.4±0.3 11±1 7.1±0.2
p-Ome 6.82 6.20 5.53 4.95 10.7±0.3 13±1 6.9±0.2
p-Cl 6.90 6.25 5.69 5.00 10.5±0.4 12±1 7.0±0.3
p-Br 6.68 6.03 5.40 4.81 10.8±0.2 14±1 6.9±0.2
p-F 6.41 6.79 5.17 4.55 11.2±0.3 15±1 6.8±0.3
p-NO2 6.60 5.85 5.21 4.61 11.6±0.1 16±1 6.9±0.1
p-COOMe 7.00 6.35 5.78 5.13 10.3±0.3 11±1 7.1±0.2
p-CF3 6.59 5.96 5.35 4.70 11.0±0.4 14±1 6.9±0.3
p-CN 7.09 6.45 5.85 5.24 10.1±0.2 11±1 7.1±0.2
p-SMe 6.87 6.23 5.60 4.95 10.8±0.3 13±1 7.0±0.3
p-NHAc 7.18 6.53 5.90 5.25 10.4±0.3 11±1 7.1±0.2
p-NMe2 7.22 6.57 5.96 5.33 10.2±0.2 11±1 7.1±0.2
m-Me 7.23 6.61 5.96 5.33 10.2±0.3 11±1 7.2±0.2
m-OMe 6.90 6.26 5.65 5.03 10.5±0.3 12±1 7.0±0.2
m-F 7.15 6.50 5.86 5.26 10.3±0.2 11±1 7.1±0.2
m-Cl 6.85 6.23 5.60 4.97 10.6±0.3 13±1 7.0±0.2
m-NO2 6.50 5.86 5.26 4.60 11.2±0.4 15±1 6.9±0.3
m-CF3 7.04 6.45 5.77 5.17 10.4±0.3 12±1 7.1±0.2
m-CO2Me 6.54 5.90 5.30 4.67 10.9±0.3 14±1 6.9±0.2
m-Br 6.77 6.14 5.54 4.90 10.6±0.3 13±1 6.9±0.2
m-NHAc 7.21 6.55 5.92 5.35 10.1±0.1 10±1 7.1±0.1
m-CN 7.30 6.68 6.03 5.42 10.1±0.2 10±1 7.2±0.2
m-SMe 7.10 6.48 5.82 5.25 10.2±0.2 11±1 7.1±0.2
o-Me 7.00 6.37 5.75 5.15 10.3±0.2 11±1 7.1±0.2
o-Ome 6.97 6.35 5.73 5.06 10.6±0.4 12±1 7.1±0.3
o-NO2 6.86 6.25 5.61 4.96 10.7±0.4 13±1 7.0±0.3
o-COOMe 7.24 6.63 6.00 5.33 10.2±0.4 11±1 7.2±0.3
o-F 7.18 6.57 5.91 5.33 10.1±0.2 10±1 7.1±0.2
o-Cl 6.68 6.03 5.44 4.80 10.8±0.3 14±1 6.9±0.2
o-Br 6.73 6.11 5.48 4.85 10.8±0.3 13±1 6.9±0.3
o-I 7.16 6.55 5.91 5.29 10.2±0.3 11±1 7.1±0.2
o-CN 6.54 5.90 5.30 4.67 10.9±0.3 14±1 6.9±0.2
o-NHAc 6.49 5.86 5.25 4.60 11.2±0.4 15±1 6.9±0.3
o-SMe 6.98 6.30 5.64 5.03 10.8±0.2 13±1 7.0±0.2
o-CF3 6.68 6.03 5.43 4.80 10.8±0.3 14±1 6.9±0.2
α,α'-BA 7.04 6.45 5.80 5.22 10.1±0.3 11±1 7.1±0.2

Fig. 3 – Exner’s isokinetic relationship in the  
benzyl alcohols oxidation by MFC
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Table 5 –  Solvent effect on the benzyl alcohol oxidation by  
MFC at 298 K

Solvents K
(L-1mol-1)

104 k2
(s-1)

Solvents K
(L-1mol-1)

104 k2
(s-1)

Chloroform 7.66 44.9 Toluene 7.85 18.9
1,2-Dichloroethane 8.61 52.7 Acetophenone 7.43 59.0
Dichloromethane 7.68 43.4 THF 7.22 29.2
DMSO 7.53 128 t-butyl alcohol 7.47 22.5
Acetone 7.65 47.3 1,4-Dioxane 7.56 25.8
DMF 7.66 74.1 1,2-Dimethoxyethane 6.81 19.3
Butanone 6.47 33.4 CS2 7.69 15.2
Nitrobenzene 6.24 58.9 Acetic acid 7.21 17.4
Benzene 7.96 14.0 Ethyl acetate 6.62 24.5
Cyclohexane 6.92 2.20

Correlation analysis of reactivity:
	 A protonated Cr (VI) species formation has been 
postulated earlier in the reactions of the halochromates, 
which are structurally similar [3-6].

MHOCrO2F +H+            MHOCr (OH)OF   ... (5)

	 The rate constants, k2, of various solvents used 
by us were interrelated in terms of L. S. E. R.(linear 
solvation energy relationship) (equation 6) of Kamlet 
et al [14].

log k2 = A0 + pπ* + bβ + aα  ...(6)

	 In Eq. (6) π* represents the solvent polarity, β 
represents the hydrogen bond acceptor basicity’s and 
α represents the hydrogen bond donor acidity. A0 is 
the intercept term. The results of correlation analysis 
of the solvents are shown in terms of Eq. 6 (Kamlet 
equation). The results were not correct as per Exner's 
criterion [13].As shown in the equation 7 r2 values 
were in the range of .081-. 087. Which are not correct.

	 log k2 = − 3.86 + 1.74 (± 0.20) π* + 0.18 (± 0.18)β 	
	                                    + 0.11 (± 0.16) α        ...(7)
	 R2 =  0.8709; sd = 0.18; n = 18; ψ = 0.39
	 log k2 = − 3.89 + 1.78 (± 0.19) π* + 0.14 (± 0.15) β 	
	                                                                            ...(8)
	 R2 	=  0.8665; sd = 0.18; n = 18; ψ = 0.39
	 log k2 =  − 3.86 + 1.82 (± 0.18) π*                  ...(9)
	 r2	 =  0.8892; sd = 0.18; n = 18; ψ = 0.39
	 log k2 = − 2.86 + 0.45 (± 0.38) β                   …(10)
	 r2 = 0.0817; sd = 0.46; n = 18; ψ = 0.99

	 Here n is the number of data points and ψ is Exner's 
statistical parameter [15].The results were not correct 
as per Exner's criterion [13]. R2 values were in the 

range of .081-  .087 As shown in the equation 7-10. 
Thus, above Kamlet's [19] tri -parametric equation 
was discarded. Then Swain's equation was used to 
analyze the data of the solvent effect [16] which gives 
the cation- and anion-solvating conception of the 
solvents, it is represented by equation 8.
                  log k2 = a A + b B + C                   …(11)
	 Here A shows is the solventsanion-solvating power 
and B shows the solvents cation-solvating power. C is 
an intercept and (A + B) is used to differentiate the 
solvent polarity. The rates in different solvents were 
given in terms of equation (11), separately with A and 
B and with (A + B).
	 log k2 = 0.74 + (± 0.05) A + 1.80 (± 0.04) B − 3.87	
                                                                              ...(12)
	 R2 = 0.9940; sd = 0.04; n = 19; ψ = 0.08
	 log k2 = 0.49 (± 0.59) A − 2.85                             ...(13)
	 r2 = 0.0350; sd = 0.48; n = 19; ψ = 1.01
	 log k2 = 1.76 (± 0.13) B − 3.85                             ...(14)
	 r2 = 0.9111; sd = 0.15; n = 19; ψ = 0.31
	 log k2 = 1.46± 0.14 (A + B) − 3.90                ... (15)
	 r2 = 0.8609; sd = 0.18; n = 19; ψ = 0.38
	 The oxidation rates of benzyl alcohols in various 
solvents have an admirable correlation in Swain's 
equation (12) with the cation-solvating power, which 
plays a main role. Actually, cation-solvating power 
accounts for ca. 99% of the data. The solvent polarity 
indicated by (A + B), also accounted for ca. 87% of 
the data. On the other hand, when a graph between 
log (rate) against the inverse of the comparative 
permittivity was plotted it was not linear (r2 = 0.5391,  
sd = 0.32, ψ = 0.92). So, Swain’s equation was 
also ruled out. Hammett equation [17] or with dual 
substituent-parameter equations [18,19] were also 
ruled out due to ortho substitution. Finally, Chartons 
[20] triparametric LDR equation for quantitative 
description of structural effects on the chemical 
reactivities were used. LDR equation (16) has been 
applied for the rate constants, k2 in this work.
	 log k2 = L σl + D σd + R σe + h                       ... (16)
	 Here, σl is a localized (field and/or inductive) effect 
parameter, σd is the intrinsic delocalized electrical 
effect parameter and σe represents the sensitivity of the 
substituent towards the changes in the active centre. 
The m and p substituent parameters are correlated by 
equation (17).
	 σD = ησe + σd                                                …(17)
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	 Here η shows the electronic demand of the reaction 
site and it is given by η = R/D, and σD represents the 
delocalized electrical parameter of the diparametric 
LD equation. For ortho-substituted compounds, it 
is necessary to account for the possibility of steric 
effects and Charton [20], therefore, modified the LDR 
equation to generate the LDRS equation (18).
	 log k2 = L σl + D σd + R σe + S υ + h              ... (18)
	 where υ is the familiar Charlton’s steric parameter 
based on Vander Waalsradii [21].
	 The oxidation rates of ortho, meta and para 
monosubstituted benzyl alcohols showed an 
exceptional correlation in terms of LDR/LDRS 
equations (Table 4). Standard deviation (sd), the 
coefficient of multiple determination (R2), and Exner's 
[19] parameter, ψ,  have been used by us for our 
analysis.
	 The assessment of the L and D values for the 
substituted benzyl alcohols showed that the para-
substituted benzyl alcohols oxidation is more 
responsive towards the delocalization effect than 
to the localized effect. Whereas meta and ortho 
substituents were dependent on the field effect. A 
decrease in the reaction constants with the increasing 
temperature indicates that selectivity is decreased with 
the increasing temperature.
	 The negative value of deterioration coefficients, L, 
D and R, suggested an electron-deficient carbon centre 
in the activated complex in the rate-determining 
step. The positive value of η suggested that electron-
donating substituent stabilizes cationic species. The 
positive value of S indicated that the reaction steric 
acceleration takes place by an ortho-substituent.
	 To test the importance of localized, delocalized and 
steric effects in the ortho substituted benzyl alcohols, 
multiple regression analyses were carried out with    
(i) σl, σd and σe (ii) σd, σe and υ and (iii) σl, σe and υ. 
The absence of significant correlations showed that all 
the four substituent constants are significant.
	 log k2 = −1.55 (± 0.42) σl− 1.60 (±0.34) σd−  
                                 3.48 (± 1.93) σe− 2.54     ..(19)
	 R2 = 0.8252; sd = 0.29; n = 12; ψ = 0.48
	 log k2 = −1.69 (± 0.46) σd− 1.82 (±2.84) σe +  
	                             0.87 (± 0.52) υ − 3.48     ...(20)
	 R2 = 0.6679; sd = 0.40; n = 12; ψ = 0.66
	 log k2 = −2.02 (± 0.65) σl− 0.45 (±3.12) σe +  
	                            1.29 (± 0.58) υ − 2.63      ...(21)
	 R2 = 0.5986; sd = 0.72; n = 12; ψ = 0.72

When para- and meta-substituted benzyl alcohols 
oxidation was subjected to the multiple regression 
analysis, it clearly indicated that field effects (both 
localized and delocalized) are very important. 
There was no major collinearity between a range of 
substituent constants for the 3 series. The percent 
involvement [26] of the delocalized effect, PD, is 
given by equation (22-24).
	 PD = (|D| × 100) / (|L|+ |D|)                   …(22)
	 Similarly, the percent contribution of the steric 
parameter [25] to the total effect of the substituent, PS, 
was determined by using equation (23).
	 PS = (|S| × 100) / (|L|+ |D|+ |S|)           ...(23)
	 The values of PD and PS are also recorded in Table 
5. The value of PD for the para-substituted benzyl 
alcoholsoxidation is ca. 52% while the subsequent 
values for the meta- and ortho-substituted alcohols 
are ca. 40% and 45% respectively. This shows that 
the balance of localization and delocalization effects 
is different for differently substituted benzyl alcohols. 
The extent of the PS value shows that the steric effect 
is considerable in this reaction.

Table 6 – Temperature dependence for reaction constants for the 
substituted benzyl alcoholsoxidation by MFC

T/K -L -D -R S η R2 sd Ψ PD PS

Para – Substituted

288 1.78 1.97 1.55 - 0.77 0.9997 0.008 0.02 52.4 -
298 1.69 1.87 1.42 - 0.74 0.9998 0.007 0.01 52.4 -
308 1.60 1.79 1.30 - 0.71 0.9998 0.009 0.01 52.7 -
318 1.50 1.70 1.22 - 0.70 0.9998 0.006 0.01 53.0 -

T/K -L -D -R S η R2 sd Ψ PD PS

Meta – Substituted
288 1.96 1.34 1.18 - 0.86 0.9998 0.006 0.02 40.5 -
298 1.87 1.24 1.07 - 0.85 0.9999 0.006 0.01 39.8 -
308 1.78 1.15 0.99 - 0.84 0.9998 0.003 0.02 39.2 -
318 1.70 1.05 0.92 - 0.86 0.9999 0.004 0.01 38.2 -

T/K -L -D -R S η R2 sd ψ PD PS

Ortho– Substituted

288 1.88 1.61 1.25 1.26 0.76 0.9999 0.008 0.01 46.0 26.4
298 1.77 1.51 1.22 1.14 0.79 0.9998 0.003 0.02 45.9 25.7
308 1.68 1.41 1.12 1.06 0.78 0.9999 0.003 0.01 45.5 25.5
318 1.60 1.32 1.09 0.96 0.81 0.9999 0.007 0.01 45.1 24.7
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	 Entropy (S) vales were found to be positive which 
clearly indicated that the reaction is accelerated by the 
steric effect. This may be due the generation of high 
ground states energy by the sterically crowded alcohols. 

MECHANISM
	 A hydrogen extraction mechanism leading to the 
formation of the free radicals is not likely in sight of 
the failure to stimulate polymerization of acrylonitrile 
and no effect of the radical scavenger on the reaction 
rate. The existence of substantial kinetic isotope effect 

confirms the cleavage of α-C-H bond in the step of 
rate-determination. The negative value of localization 
and delocalization electrical effects that is of L, D and 
R clearly indicates are action centre which is electron 
deficient in the step of rate-determination. The positive 
value of η is further supported it, which indicates that 
the substituents are stabilizing the cationic or electron- 
deficient reactive site. On the above basis, a mechanism 
is proposed in which a transfer of hydride-ion is 
suggested in the rate-determination step. Kwartand 
Nickle [22-24] have shown that dependence of kinetic 
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trans.2, 12, 2065, 1988.

8.	 J. F. Bunnet, G. T. Devisand H. Tanida, Elimination reactions 
of benzyldimethylcarbinylchloride, J. Am. Chem. Soc., 84, 
1606, 1962.

9.	 D. D. Perrin, W. L. Armarego, and D. R. Perrin, Purification of 
Organic Compounds, Oxford, Pergamon Press, 1966.

10.	 M. N. Bhattacharjee, M. K. Choudhuriand S. Purakayastha, 
PFC oxidation of alcohols and identification of reduced 
chromium species along with evidence for oxygen transfer., 
Tetrahedron, 43(22), 5389, 1987.

11.	 H. C. Brown, C. G. Rao and S. U. Kulkarni, Oxidation 
of primary alcohols by pyridinium chlorochromate its 
stoichiometry and evidence for two electron change, J. Org. 
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13.	 O. Exner, On the enthalpy-entropy relationships, Collect. 
Czech. Chem. Commun., 29(5), 1094, 1964.
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Commun., 31, 3222, 1966.
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salvation powers, J. Am. Chem. Soc., 105(3), 502, 1983.

17.	 C. D. Johnson, The Hammett Equation, Cambridge Univ. 
Press, 78, 1973.

18.	 W. A. Pevelich and R. W. Taft, The evaluation of inductive and 
steric effects on reactivity. The methoxide ion catalysed rates 
of methanol hydrolysis of I-menthyl esters in methanol, J. Am. 
Chem. Soc., 96, 9113, 1974.

19.	 C. G. Swain, S. H. Unger, N. R. Rosenquest and M. S. Swain, 
Effect of various substituent on the chemical reactivity. 
Improved evaluation of field and resonance components, J. 
Am. Chem. Soc., 105(3), 492, 1983.

20.	 M. Charton and B. Charton, Structural effects on radical 
reactions, Part I. Homolytic aromatic substitution, Bull. la Soc. 
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21.	 M. Charton, Involvement of steric effects in the hydrolysis 
of amides and related compounds, J. Org. Chem., 40(4), 407, 
1975.

22.	 H. Kwart and J. H. Nickel, Chromium (VI) oxidation of 
alcohols, J. Am. Chem. Soc., 95(10), 3394, 1973.
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isotopic effects on the temperature has been shown 
to be useful in determining whether hydrogen loss 
occurs by concerted cycle process or by an acyclic one. 
Alcoholsoxidation by Cr (VI), involves 6 electrons and, 
being a Huckel-type system, we propose that the ester 
intermediate can be accredited to the transition state 
with the planar, cyclic and symmetrical structure. As 
a result, the whole mechanism involves the chromate 
ester formation in a fast first step and then in the slow 
rate determining step the ester decomposition takes 
place via a cyclic concerted symmetrical transition 
state leading to the product. The proposed mechanism 
is also supported by observed negative value of entropy 
of activation. [25] (Scheme 1 and 2).
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1. Introduction
	 During the past decade, the advent of WSN into 
the networking sector has attracted the attention of 
both the educational and industrial sectors. In the 
current scenario, WSNs are continuously expanding 
their range and future advancements in technology 
will lead to more sensor applications in our daily 
routine as well as for a large number of different 
and exciting application environments. The basic 
transmission character of wireless communication 
allows broadcasts to be received by any user within 
the coverage area, allowing the attacker to launch 
various types of passive attacks (like eavesdropping, 
traffic analysis and surveillance, etc.) or active attacks 
(such as jamming, spoofing, modification, replaying 
and denial-of-service (DoS) attack etc.) [1]. There has 
been widespread research interest in protecting radio 
broadcasts. Classically, standard encryption schemes 
are applied to secure data. These schemes believe in 
the high complexity of the algorithm which means the 

time taken by eavesdroppers to crash cryptographic 
systems is far greater than the legitimacy of the 
information, consequently, there is definite backward 
secrecy. Classic encryption schemes face a number 
of vulnerabilities.  Consider for example public-
key cryptography. First, it is contingent upon 
the computational rigour of some mathematical 
challenges, e.g., discrete logarithms. Due to the rapid 
proliferation of hardware technology, it is not possible 
to hold this computational security nature in the times 
to come. Moreover, it needs a core management set-
up which must also be secured. This approach is, 
therefore, less desirable for most WSN and ad-hoc 
network applications, as the computational ability of 
sensor nodes is limited whereas centralized control of 
ad-hoc networks is absent [2]. 

1.1 Key Management in WSN
	 Key management is a crucial instrument for 
ensuring the security of network services and WSN 
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applications. Key management refers to a set of 
operations and mechanisms that support the key 
establishment and help maintain current keying 
relationships between legitimate parties in accordance 
with a security plan. Since WSNs have limitations 
on the computational power and memory capacity of 
sensor nodes, security schemes developed for wired 
and adhoc networks are inappropriate for WSNs. 
Key management in WSNs aims to fix the issue of 
generating, distributing, and maintaining those secret 
keys. Therefore, solutions for trustable delivery 
and management of these keys are important to 
secure WSNs [3]. Because of their significance, key 
management schemes for WSNs have attracted much 
attention from the research community and several 
key management schemes for WSNs have been put 
forward. 
	 Based on the capacity of sensor nodes to update 
cryptographic keys during their operation (rekeying), 
these schemes generally have two categories: static 
and dynamic. The static key management schemes 
apply the principle of key pre-distribution, and the key 
remains fixed for the entire service span of the network. 
However, since a cryptographic key is adopted for 
a longer period of time, the chances of its attack 
increase considerably. The dynamic key management 
schemes, on the other hand, refresh cryptographic 
keys during the service time of the network. Dynamic 
key management is considered a leading key 
management approach in sensor networks. Dynamic 
key management is a group of procedures used for 
rekeying periodically or on-demand as per the network 
requirement. Dynamic key management schemes 
dramatically increase the network’s service span and 
flexibility due to the revoking of compromised nodes’ 
keys during rekeying operations [4].  

1.1.1 Key Management Steps
	 The key management process consists of two 
steps: key generation and key distribution which are 
explained as follow:
i.	 Key generation: The key generation step is related 
to the generation of keys. Based on the type of key 
being deployed in the WSN, keys may be generated 
once or many times throughout the service span of 
the WSN. The real-time strategy implemented so far 
in this research domain has been to produce different 
one-time keys like session [5], network-wise, master 
and group-wise keys contingent upon the topology 
and application prerequisite of the WSN. While this 
contributes to a reduction in computation cost for 

WSNs, it can increase storage on nodes based on the 
key distribution approach.
ii.	 Key distribution: The keys should be made 
accessible to nodes without letting other people see 
the keys. Conventionally, keys are shared between 
endpoints of communication, either directly or 
indirectly through reliable mediators (e.g., key 
distribution centres). The keys can be distributed to 
sensors before the network deployment or can be 
reallocated to nodes when requested as activated by 
keying episodes [6].

1.1.2 Key Generation Process
	 A key generation model for a WSN is illustrated in 
Fig. 1, where Alice and Bob wish to generate a secure 
cryptographic key and Eve, an eavesdropper present d 
cm away from Alice overhears all broadcasts.
	 Alice, Bob and Eve can find interrelated 
observations and respectively [7]. Alice and Bob 
interchange a message over the public channel, which 
Eve can also hear. For any and sufficiently large, IF 
there exist and satisfying the following key generation 
system comprising equation (1) to (4). 
	 Then in equation (3) is the obtainable key rate, 
where is shared information and is the key’s alphabet 
[8]. Equation (1) reflects that Alice and Bob can 
generate the same key with a high probability. 
Equation (2) denotes the message interchange via 
public channel without leaking information to Eve, 
thereby ensuring the security of the key generated. 
Equation (4) guarantees the uniform distribution of the 
key, which is required for cryptographic applications. 
The highest realizable key rate is regarded as key 
capacity and specified as:
	 The core generation depends on three factors, 
namely, temporal variation, channel reciprocity, and 
spatial decorrelation [9]. The motion of the transmitter, 
receiver or any element in the set-up is the main 
reason for temporal variation causing variation in the 
reflection, refraction and scattering of the channel 
paths. Channel reciprocity infers that the multipath 
and fading, i.e., the same carrier frequency, at both 
ends of the same link is the same, which provides 
a base to Alice and Bob for generating the same 
key. Spatial decorrelation indicates that any listener 
present at a distance greater than half-wavelength 
from either user undergo unrelated multipath fading, 
also measured by the cross-correlation between 
valid users and listener's signals. This feature is 
important to secure key generation frameworks from 
eavesdropping and other attacks.
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1.2 Key Management Schemes
	 The major dynamic key management schemes 
proposed so far for WSNs have been discussed below:

1.2.1 EBS-based key update scheme
	 The Exclusion Basis System (EBS) is a combinative 
design of the group key management issue in wireless 
sensor networks. EBS-based schemes assign keys to 
each node out of a pool of size where denotes the 
number of sensor nodes in the network). Rekeying 
is activated either occasionally or after the capturing 
of single or multiple nodes [10] (or suspected to be 
captured). During the rekeying operation, replacement 
keys are generated, encrypted with all the  keys 
unknown to the captured nodes and finally distributed 
to other nodes that collectively know the  keys. A 
popular distributed key management scheme based 
on EBS is Scalable, Hierarchical, Efficient, Location-
aware and Lightweight (SHELL). In SHELL, sensor 
nodes are congregated into clusters where n indicates 
the number of nodes in a cluster) and rekeying takes 
place inside these clusters. The network considered 
in SHELL includes a command node, cluster heads 
(CHs), gateways and sensor nodes. The command 
node is assumed to have plenty of resources and is not 
compromising. In SHELL, the gateway determines the 
number of administrative keys required for the cluster 
post bootstrapping. Subsequently, it sends a node 
list as well as the EBS table of key groupings to the 
command node. The command node specifies multiple 
gateways for each cluster to produce administrative 
keys. Post generation, the key generation gateways 
encrypt and propagates these keys to the cluster head, 
which then decrypts these messages and sends their 
contents to the fellow nodes of its cluster.

1.2.2 Polynomial secret-sharing-based rekeying 
scheme
	 Polynomial secret-sharing-based rekeying scheme 
(PCGR) is a pre-distribution and local collaboration-
based group rekeying that deals with the issue of 
compromised nodes. PCGR schemes randomly assign 
sensor nodes to many groups and nodes in a group 
hold a unique key [11]. The two most popular PCGR 
schemes are Basic PCGR (B-PCGR) and Cascading 
PCGR (C-PCGR). B-PCGR scheme needs single-
hop neighbours to cooperatively conserve the key 
polynomials of their group. However, if a node and a 
specific threshold number of its single-hop neighbours 
(denotes a parameter selected by ) are compromised, 
the group key polynomial appears.  C-PCGR, in 

which a node's shares are allotted among its multi-hop 
neighbours came into existence to tackle the above 
limitation of B-PCGR and is more flexible against 
node compromise. In C-PCGR, the e-polynomial 
shares of a sensor node are dispersed to its multi-
hop neighbours, meanwhile, the e-polynomial shares 
are distributed/collected in a comprehensive manner. 
PCGR can successfully identify fake shares induced 
by an opponent using a polynomial-based signature 
and authentication.

1.2.3 Deterministic sequence-number-based scheme
	 Energy-efficient distributed deterministic key 
management scheme (EDDK) is a prominent 
deterministic sequence-number-based approach to 
safely generate and maintain the pairwise keys and 
the local cluster key. It assumes that every node A, 
prior to placement, is filled with a network-wide 
pseudorandom function  and a network-wide initial 
key. In addition, node A has a local cluster key 
exchanged with all its neighbours [12]. The initial key  
is employed to calculate the node's individual key, 
from which a discrete encryption key and a Message 
Authentication Code (MAC key) are obtained. In 
EDDK, each node requires to save the keys pairwise 
and local cluster keys as well as to have its own public 
and private keys. Moreover, this is also essential for 
each node to store a neighbour table to preserve keys 
(including pairwise keys and local cluster keys) and 
sequence numbers. The EDDK has three phases: key 
installation, data transfer, and key maintenance. There 
are three stages in EDDK scheme: key establishment, 
data transfer, and key maintenance. The final phase 
involves key update, compromised key cancellation, 
novel node joining and mobile node joining. In 
EDDK, the presence of the node's ID and sequence 
number fields in the neighbouring table fails the 
replay attacks on the receiver node. Sybil attacks 
and node replication attacks will also fail as the 
attacker does not have all the information (sequence 
numbers and pairing keys) needed to authenticate 
messages.  Nevertheless, since a sensor node must 
generate pairwise keys with all its neighbours and 
maintain a neighbour table, EDDK can’t be applied to 
dense networks where each sensor node has multiple 
neighbours.

2. Literature Review 
	 The review of research literature reviewed for 
the present endeavour has been trifurcated into three 
subsections, namely, key generation techniques for 
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security, key management techniques for security, and 
key distribution techniques for security.  

2.1 Key generation techniques for the security in 
WSN 
	 Kemedi Moara-Nkwe, et al. (2018) suggested a 
new Physical Layer Secure Key Generation (PL-
SKG) technique and its deployment was done on real 
nodes which assisted two parties in generating and 
refreshing the pair-wise keys [12]. A new technique 
of generating keys was put forward in which the 
power and simplicity of traditional error-correcting 
codes and also the diversity of frequency channels 
present on 802.15.4 compliant nodes were included 
for generating the keys from received signal strength 
(RSS) readings. The suggested had provided a higher 
key agreement and the key, whose generation was done 
using it, was able to de-correlate with distance in a 
fast manner. The key reconciliation rate obtained from 
the suggested technique was calculated 100% and it 
offered forward and backward security effectively.
	 Jaruwan Mesit, et al. (2018) introduced a 
lightweight and secure technique to perform the node-
to-node key agreement in unsecured WSNs [13]. This 
technique was planned on the basis of symmetric 
cryptography protocol. A communication number was 
obtained from the registration server in the principal 
nodes for communicating with the key server. 
Thereafter, the key server was utilized for generating 
a session key which allowed the principal nodes to 
establish secure communication among one another. 

Two principal nodes became capable of acquiring 
the session key which provided less computation 
and security using cryptography techniques and 
exchanging the message with the trusted agents. 
Various components were considered for analysing 
the introduced technique. The results demonstrated 
that the introduced technique kept the network secure, 
authentic, integrated and confidential. 
	 Vipin Kumar, et al. (2021) developed a dynamic 
key management method for the clustered sensor 
network which assisted in inserting a novel node in 
the network later on in WSN [14]. A cluster head 
was utilized to generate the key in a dynamic way 
and distribute it in a secure way to communication 
parties. Several attacks such as replay attacks and 
node capture attacks were launched to compute the 
resistance of the developed method. The energy 
consumed while generating and refreshing the keys 
was considered in the simulation. The results obtained 
in analysing the security indicated that the developed 
method was resilient against the node capture attack.
	 Ravi Babu Gudivada, et al. (2018) projected a secure 
communication method recognised as KeyGenSC based 
on generating a key for mitigating the frequency of key 
renewals and a Symmetric Key-based Diffie-Hellman 
(SKDH) method was implemented for diminishing the 
energy utilized while renewing the key [15]. Cooja 
simulator was utilized to stimulate the projected 
method. The simulation outcomes exhibited that the 
projected method assisted in mitigating the energy 
usage in comparison with the standard technique.  

Author Year Technique Used Findings Limitations

Kemedi  
Moara-Nkwe, 
et al.

2018 Physical layer secure key 
generation (PL-SKG) 
scheme

The key reconciliation rate obtained from the 
suggested technique was calculated 100% and it 
offered forward and backward security effectively.

This technique was not able to 
generate and refresh the key in 
full key recovery protocols.

Jaruwan Mesit, 
et al.

2018 A lightweight and secure 
technique 

The results demonstrated that the introduced 
technique kept the network secure, authentic, 
integrated and confidential.

The issue related to the 
centralized servers was found 
in the introduced technique.

Vipin Kumar, 
et al.

2021 A dynamic key 
management method

The results obtained in analyzing the security 
indicated that the developed method was resilient 
against the node capture attack.

The developed method was 
not applicable in all kind of 
networks.

Ravi Babu 
Gudivada, et al.

2018 KeyGenSC The simulation outcomes exhibited that the 
projected method assisted in mitigating the energy 
usage in comparison with the standard technique.  

The attacks were not eliminated 
using this method. 

Harshit Kr. 
Agarwal, et al.

2019 Optimized Light Weight 
Secure Clustering 
protocol (OLWS)

The outcomes depicted the applicability of the 
established technique to deal with the energy 
consumption issues and enhance security level. 

The established technique had 
deployed 160-bit hash value 
for authentication which was 
considered as the higher value. 

Table 1 – Key generation techniques for the security in WSN
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	 Harshit Kr. Agarwal, et al. (2019) established 
an innovative technique known as Optimized Light 
Weight Secure (OLWS) clustering protocol for WSN 
for maximizing the security at lower overhead [16]. 
The identity of the node was utilized to generate and 
compute the key for hashing in a dynamic manner. 
This results in mitigating the complexity of managing 
the key. The established technique was implemented 
for detecting the attacker and recognizing the 
adversary node at cluster head only. NS2 was 
employed to perform the simulations. The outcomes 
depicted the applicability of the established technique 
to mitigate energy consumption woes and enhance the 
security level.

2.2 Key management techniques for the security in 
WSN 
	 Monjul Saikia, et al. (2017) designed a novel 
routing algorithm known as Secure Energy-Aware 
Multipath Routing with Key Management (SEAM-
KM) in WSN [17]. A sink node was employed as the 
central control block for all kinds of computation such 
as selecting the shortest path, generating the routing 
table, updating the routing table and distributing the 
pairwise keys among the sensor nodes and sink. This 
algorithm was useful for maximizing the duration 
of sensor nodes. Hence, the designed algorithm was 

adaptable to attain security among sensor nodes and 
also enhance the resistance of the network for dealing 
with some particular attacks.
	 Harith Fakhrey, et al. (2018) formulated a new 
location-dependent key management protocol for 
multiple sinks (LKMP-MS) planned on the basis 
of a cell reporters method [18]. This protocol was 
utilized to attain a report about any event in which 
3 security levels were comprised. The base station 
adopted this report. Moreover, a new algorithm was 
established for deploying the required revocation for 
compromised nodes and cells so that the possible 
consequences that occurred due to these entities were 
addressed. The formulated protocol was quantified on 
Contiki and MATLAB. The results revealed that the 
formulated protocol yielded a higher security level for 
the network. 
	 Sayali Tembhurne, et al. (2020) recommended a 
CL-EKM (Certificateless efficient key management) 
approach to establish communication in specific WSNs 
securely [19]. The key alerts and administration were 
executed by qualifying the communication during 
the joining and leaving of a node from the party. The 
recommended approach was efficient to deal with the 
cloning, and mime assaults and kept the information 
confidential and reliable. The analysis proved the 
applicability of the recommended approach in asset-

Author Year Technique Used Findings Limitations

Monjul Saikia, 
et al.

2017 Secure Energy-Aware 
Multipath Routing with 
Key Management (SEAM-
KM)

The designed algorithm was adaptable to attain 
security among sensor nodes and also enhance 
the resistance of the network for dealing with 
some particular attacks.

The storage capacity of this 
algorithm was not enough and 
it had not tackled all kinds of 
attacks. 

Harith Fakhrey, 
et al.

2018 Location-dependent key 
management protocol for 
multiple sinks (LKMP-
MS)

The results revealed that the formulated 
protocol yielded a higher security level for the 
network. 

The real-time cooperation among 
all base stations was not reliable 
and had a negative impact on the 
security of those cells which had 
fewer cell reporters.

Sayali 
Tembhurne, 
et al.

2020 Certificateless efficient key 
management (CL-EKM) 
approach

The analysis proved the applicability of the 
recommended approach in asset-powered 
WSNs and this approach was capable of 
protecting the network against a variety of 
attacks. 

The recommended approach 
was not resilient against some 
specific active and passive 
attacks.

Abhishek 
Srivastava, 
et al.

2018 Novel shape model based 
on Localized Geometric 
Voronoi Hexagon (LGVH) 
algorithm

The results validated that the investigated 
model was efficient and secure in real-time 
applications in comparison with the traditional 
techniques concerning diverse metrics.  

The investigated model was not 
scalable in real-time applications.

Mattia Griotti, 
et al.

2020 A new key management 
protocol

The experimental results depicted that the 
introduced protocol assisted in lessening the 
time used to establish a key up to 35%.

The performance of this protocol 
was decreased in the case of 
larger networks.

Table 2 – Key management techniques for the security in WSN
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powered WSNs and this approach was capable of 
protecting the network against a variety of attacks. 
	 Abhishek Srivastava, et al. (2018) investigated 
a new shape model on the basis of the Localized 
Geometric Voronoi Hexagon (LGVH) algorithm and 
the secure communication was established with the help 
of key management techniques [20]. The consecutive 
process, of establishing, updating and revoking the 
key, resisted the network against the insider attackers. 
The information related to the location of sensor 
nodes was obtained from the investigated model 
for predicting the coverage area for the dynamic 
environment. The customizable WSN simulator tool 
was extended on the basis of NS2 simulator to provide 
a comprehensive coverage area. The results validated 
that the investigated model was efficient and secure 
in real-time applications in comparison with the 
traditional techniques concerning diverse metrics.  
	 Mattia Griotti, et al. (2020) introduced a novel 
key management protocol [21]. The nodes were 
authenticated while establishing the key using a 
transitory symmetric key. Asymmetric cryptography 
was employed to establish the pair-wise keys. The 
introduced protocol was effective to diminish the 
computational effort of the public key cryptosystem 
and maximizing the security of the network in 
contrast to the existing techniques. The experimental 

results depicted that the introduced protocol assisted 
in lessening the time used to establish a key up to 
35%.

2.3 Key distribution techniques for the security in 
WSN 
	 Iman Gholizdeh, et al. (2019) suggested an 
Efficient Key Distribution Mechanism (EKDM) whose 
extraction was done from the symmetric polynomial 
technique [22]. The analysis outcomes demonstrated 
that the suggested mechanism had robustness for 
dealing with the compromise attack in comparison 
with the other techniques. A more effective technique 
was utilized by CHs (cluster heads) for mitigating 
the amount of overhead. In addition, the suggested 
mechanism was useful for inserting the node and 
refreshing the key. Hence, this mechanism was highly 
flexible for determining the suitable security level and 
mitigating energy usage woes. 
	 K. Naveen Kumar, et al. (2017) presented a 
framework for mitigating the threats that occurred 
because of the physical attacks [23]. A secure and 
effectual Chip-based Symmetric and Asymmetric Key 
Distribution (CSAKD) method was incorporated in 
this framework on the basis of additional commodity 
hardware Trusted Platform Module (TPM). The 
results confirmed that the presented framework had 

Author Year Technique Used Findings Limitations

Iman Gholizdeh, 
et al.

2019 Efficient Key Distribution 
Mechanism (EKDM)

The suggested mechanism was useful for 
inserting the node and refreshing the key.

The memory utilization 
was found slightly higher in 
contrast to other protocols

K. Naveen Kumar, 
et al.

2017 Chip-based symmetric 
and asymmetric key 
distribution (CSAKD) 
technique

The presented framework had the potential 
for meeting the demands of security in WSNs 
due to which the network became confidential, 
integrated, authentic, secure and resilient against 
attacks.

This technique had not 
performed well on large scale 
networks. 

K. Naveen Kumar, 
et al.

2017 Secure, less intensive 
and effective asymmetric 
key distribution (AKD) 
method

The established mechanism had provided 
resistance against physical attacks, key 
connectivity and refreshed the data. 

This mechanism required 
additional economical costs 
for the hardware.

Priyanka Ahlawat, 
et al.

2018 An efficient adversarial 
model

The outcomes revealed the resiliency of the 
intended system for tackling node capture 
attacks and this system was efficient to maximize 
the security of WSN. 

The neighbour influence 
factor was not computed for 
dissimilar kinds of cells in this 
system.

Selva Reegan A., 
et al.

2017 Polynomial and 
Multivariate Mapping-
Based Triple-Key 
(PMMTK) distribution 
technique

The designed technique provided security, 
higher duration of the network, superior PDR 
(packet delivery ratio), least delay and the 
average number of key establishment. 

This technique was unable to 
provide complete security in 
some scenarios.

Table 3 – Key distribution techniques for the security in WSN
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the potential for meeting the demands of security in 
WSNs due to which the network became confidential, 
integrated, secure, authentic and resilient against 
attacks.
	 K. Naveen Kumar, et al. (2017) established a 
mechanism with the objective of mitigating the attacks 
[24]. A novel secure, less intensive and effective 
Asymmetric Key Distribution (AKD) method was 
implemented on the basis of the additional commodity 
hardware Trusted Platform Module (TPM). The 
genuine and malicious nodes as well as the tamper-
resistant ability of a node were recognized using the 
established mechanism. The established mechanism 
had provided resistance against physical attacks, key 
connectivity and refreshed the data. 
	 Priyanka Ahlawat, et al. (2018) intended an 
effective adversarial system for the cellular model 
of WSN in order to mitigate the effect of the node 
capture attack [25]. This system was constructed on 
the basis of BS (base station) in a cell and neighbour 
influence factor. The estimated compromise 
probability of every cell was deployed to evaluate the 
stage of pre-distributing the hash chain key. This led 
to locating the key pool of cells having susceptibility 
to attacks at the end of the hash chain. Moreover, the 
intended system assisted in diminishing their keying 
overhead. The outcomes revealed the resiliency of the 
intended system for tackling the node capture attacks 
and this system was efficient to maximize the security 
of WSN. 
	 Selva Reegan A., et al. (2017) designed 
Polynomial and Multivariate Mapping-Based Triple-
Key (PMMTK) distribution technique to compute the 
individual key of the nodes and common triple-key 
[26]. This technique was focused on maintaining the 
security of the data packet for which communication 
was established among the nodes. A triple-key was 
generated by computing the key combinations at an 
individual level. The designed technique provided 
security, higher duration of the network, superior 
packet delivery ratio, least delay and the average 
number of key establishment.

3. PSO-based Homomorphic Encryption Scheme 
for WSN
	 There are various encoding techniques available 
to ensure the security of WSN. To achieve this, a 
completely Homomorphic technique is effective and 
reliable. Unlike Full Disk Encryption (FDE), this 
technique offers higher privacy and protection. This 
technique has faced diverse issues such as storing the 

key, organizing the key, controlling the admission and 
maintaining the information. Over the last few decades, 
a number of schemes are suggested to deal with these 
issues related to organizing the key and allocating the 
key. These methods have susceptibility against these 
intrusions. The third-party investigation system may be 
faced failure when the third party is compromised and 
a malicious state has occurred. Thus, the user focuses 
on developing an effective system with the objective 
of allocating and organizing the key. An efficient key 
organizing system can be generated using the PSO-based 
homomorphic encoding technique. Particle swarm 
optimization algorithms are developed under influence 
of nature. These algorithms make the deployment of 
common activities of birds and fishes as a basis of 
constructing a technical method. The supremacy of 
computations is considered for the modification of 
outcomes using the algorithmic approaches that are 
developed from the pattern of particles. As the particles 
move in the searching region, a pattern of arithmetical 
terminology is exploited to perform spontaneity. For 
the swarm, the moves of each particle are suggested 
to the effective locality. It is also determined whether 
the arbitrary apprehensions are present or not. Some 
variants, in which various up-gradation policies are 
deployed, are lacking.
	 In this, the aiming operation of the particle swarm 
optimization algorithm is discussed efficiently. To 
achieve this, the present iteration is compared with 
the traditional one with regard to the swarm value. 
The aiming operation is recognized considering the 
swarm value having the greatest iteration. Equation 
3 is expressed to define the vibrant aiming function. 
The variation in its value is found subsequent to every 
iteration as:
	 Vi in equation (6) denotes the speed of elements, the 
is the maximum value amid the existing choices and 
the rand illustrates the random value. x value is utilized 
to implement each attribute available on a website. c 
value is used to define the entire characteristics of the 
website.  represents the best value whose recognition 
is done from every particle and  depicts an optimal 
value whose recognition is done from every iteration 
After the finalization of the target function and quality 
compromise, the acquired value is inserted in the 
equation as: 
	 In equation (7), denotes the position vector. PSO is 
adopted as it can remove the multi aiming optimization 
issues. The PSO algorithms consist of some vibrant 
aiming functions. These functions assist in improving 
the efficiency of the system with regard to the finest 
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method is quantified on the basis of two metrics namely 
execution time and resource usage. Xnon operating 
system was deployed on each basic system. 5GB RAM 
is included in every fundamental system and a total of 
seven fundamental machines were simulated. Overall 
eighty 256x256 images have been encrypted using three 
encryption schemes, namely, homomorphic encryption 
scheme (HES), enhanced homomorphic encryption 
scheme (EHES), and optimized homomorphic 
encryption scheme (the proposed scheme), to compare 
their relative performance, shown in fig. 2 and fig. 3..

Fig. 2. Encryption time (sec) 
	 Fig. 2 illustrates the comparison of the introduced 
approach with the traditional approach with regard 
to the execution time. The traditional approach is a 
kind of homomorphic encoding, on the other hand, 
the projected algorithm is an enhancement of the 
homomorphic encoding system.
	 Fig. 3 represents that the existing system is compared 
with the introduced order to determine the resource 
usage. The investigation reveals that the introduced 
system provides lower resource exploitation.

Fig. 3 – Resource usage (no. of buffers used)
	
5. Conclusion
	 The homomorphic encoding system is utilized to 
encode the WSN information. The major concerns 
related to this system are to allocate the key and 
organize the key. The key is produced to carry out 
the encoding using PSO, an enhanced algorithm. 
This key is deployed for input in the homomorphic 
encoding algorithm in order to create the encoded 
data. The projected system is implemented on 
MATLAB. The resource employment and execution 
time are considered for analyzing the outcomes. This 
exhibits that the projected algorithm provides lower 
resource usage and execution time in contrast to the 
existing algorithm. The future work would emphasize 

computed value. The PSO algorithm deploys the input 
data to perform the encoding process and generates an 
advanced value that can be employed to accomplish the 
encoding.

3.1 Proposed Encryption Scheme
Input: Original plain message (M)
Output: Intermediate cypher message (C) and final 
encrypted message (C’) 
I.	 Key Generation Logic: 

1.	 Input M 
2.	 Invoke the PSO with M as the initial swarm 

population for the calculation of the first local 
and global best positions (pBest and gBest)

3.	 Update the position and velocity of the swarm 
and iterate step 2 with updated swarm parameters 
until the best position and velocity of the swarm 
is obtained by using the formulae: 
(i)		 v = v + c1 * rand * (pBest - p) + c2 * rand * 

(gBest - p)
(ii)	 p = p + v

where p is the particle position, v is the 
particle velocity, c1 and c2 are weight 
constants that determine the values of pBest 
and gBest, respectively.

II.	Encryption Logic: 
	 Use p as the encryption key in the encryption 

function. 
	 Enc(M, p) → C where M, C, and p are plain message, 

intermediate cypher message, and encryption key 
respectively in the encryption function Enc. 

III.		Evaluation Logic: 
	 Here an evaluation function Eval is applied to C: 

Eval(F, C) → C’ where F and C’ are arithmetic/
Boolean circuit and the final cipher text, respectively. 

IV.		Decryption Logic: 
	 A decryption function Decr translates the cypher 

message C’ to yield the plain message M and takes 
C’ and the secret key p as its input: Decr(Cʹ, p) → 
M.

4. Result and Discussion
In the present research, the experimentation part 
has been performed using MATLAB. Images have 
been used as input to the encryption scheme.  The 
information has been encoded and decoded using the 
balanced encoding algorithm, whereas a PSO-based 
optimized homomorphic encryption scheme was 
implemented to produce an advanced key. This key is 
helpful to perform the encoding of information with 
the help of a homomorphic system. The introduced 
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improving this system to ensure that the information 
is reliable in WSN surroundings.
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Introduction
	 Seismic engineering has evolved significantly 
during the past two decades, as a consequence 
of the worldwide earthquake resistant design is 
adopted. According to existing data, irregularities in 
building configuration cause severe damage against 
seismic loads [1]. Damage indices were proposed 
to estimate  seismic damage to RC structures or its 
elements. Seismic damage estimation is needed for 
achieving the appropriate degree of performance of 
the building. The most common cause of structural 
damage is loss of strength, stiffness, or ductility [2]. 
Engineers may allow for some structural damage in 
an earthquake disaster, thus nonlinear analysis affects 
structural design. Few researchers have developed a 
damage estimation index at  different performance 
levels. Seismic damage indices can be  derived using 
energy, stiffness, strength, ductility, and deformation, 
among other parameters [3]. M. Zameeruddin [4] had 
developed several damage indices for RC buildings, 
including energy, stiffness, strength, and ductility-
based EDPs (Engineering demand parameters), Habibi 
A. [1] had developed damage index based on drift, 
Cinitha A. [5]  had developed softening damage index 
based on time period and elastic-plastic damage index 
based on spectrum displacement and acceleration. 

A. Vimala [6] and Pritam H. [3] has been suggested 
ductility, dissipated energy, and stiffness based damage 
indices. Earlier studies employing pushover analysis 
and damage indices used 2D frames, which cannot 
accurately estimate torsion in a building [7].  3D 
modelling and analysis of the building may provide 
accurate nonlinear results. A few studies had assessed 
the seismic performance of irregular buildings and 
found inadequacies in the seismic code. The structure's 
vertical irregularity demands considerable stiffness to 
control torsional deformation. Vertical irregularities in a 
building cause vertical load distribution discontinuities 
and significant amount of torsion effect  [7-8]. It was 
proven that pushover analysis can accurately determine 
failure mode and create base shear versus displacement 
curves under monotonic loads [9].
	 The main objective of this study is to estimate 
seismic damage for realistic 3D vertical irregular 
reinforced concrete (RC) buildings utilizing 
performance-based seismic design approach that 
includes advanced analytical tools. The limitations of 
the previous research is addressed and by proposing 
damage indices that allow for pushover analyses for 
assessing the cumulative effects of deterioration of 
stiffness and energy dissipated after each incremental 
displacement. Two distinct damage indices are 
obtained by applying pushover analysis techniques 
to the setback types of vertical irregular buildings on 
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various performance levels on the pushover curve. In 
this work, nonlinear static analysis is conducted, one 
damage index (DI) is based on absorbed energy and 
the other is based on stiffness degradation.

Seismic damage index
	 Damages to irregular RC buildings are primarily 
concerned with element failure, which resulted into 
significant deformation and concrete becoming 
nonlinear [10-11]. The calculation of damage index 
of irregular buildings is highly important due to any 
unexpected response of the building against lateral 
loads. The key criteria include strength, stiffness, 
ductility, lateral displacement (drift), torsion, and 
other EDPs that are used to characterize the failure 
process [12]. Several researchers had worked on 
damage assessment, including Ghobarah A. [13], had 
worked on stiffness-based damage estimation but had 
not included torsion effects in their study. However, 
the cumulative effect of cyclic loading has been 
introduced using nonlinear dynamic analysis, which 
was based on plastic deformation and dissipated 
hysteretic energy [9]. Researchers Roufaiel and Meyer 
[14] had worked on DI based on displacement, but the 
cumulative effects of hysteresis cycles was not taken 
into account in their proposed calculation, it is difficult 
to ascertain seismic damage precisely. A. Mwafy 
[15] had worked, comparative study using nonlinear 
dynamic and static approach on 2D regular and 
irregular frames. S. Jeong [16] had taken into account 
torsional and geometrical plan irregularities, however 
the applicability in high-rise buildings was not fully 
clarified. Damage estimations based on stiffness, 
ductility and dissipated energy were investigated by S. 
Diaz [17] for hysteretic cycles, and however torsion 
and bidirectional moment effects were not included 
in the study. M. Zameeruddin [18] has proposed 
new empirical method for estimating stiffness-based 
damage index that took into account the cumulative 
effect of degrading stiffness while employing nonlinear 
static analysis in regular frames and ignored torsion 
effects. While the performance evaluation of building 
load pattern selection is expected to be more important 
than the actual determination of target displacement 
[19-20].
	 Modified stiffness based damage index and energy 
based damage index are developed and implemented 
in this study on a wide range of irregular 3D buildings 
where substantial torsion is created due to vertical 
irregularities. In pushover analysis incremental lateral 
displacement is applied until the target displacement is 

not reached of particular joint. Each incremental step 
causes the building's stiffness to deteriorate, as well 
as the increase amount of inelastic energy absorbed 
by the structure. Although pushover analysis is an 
efficient approach that produces a good appropriate 

DIs Details of DIs Proposed formula

A) Local DI

P. Rajeev, K. 
(2014) 
Wijesundara 
[22] 

Based on the amount 
of energy dissipated 
on concentrically 
braced steel frame.

Park and Ang 
(1985) [23] 

Based on linear 
combination of 
maximum plastic 
displacement and 
dissipated energy.

Powell & 
Allahabadi 
(1988) [12]

Based on plastic 
deformations and 
ductility

Julian Carrillo, 
(2015) [24] 

Based on degradation 
stiffness of the member

B) Global DI

Roufaiel and 
Mayer  (1987) 
[14] 

Deformation based DI

Di Pasquale &              
Cakmak (1990) 
[25]

Based on time period  
1) Max. softening DI

2) Plastic based

3) Final softening 

Ghobarah A.  
et al   (1999) 
[13] 

Based on stiffness of 
the structure before 
and after an earthquake

A. Cinitha  
et al (2015) [5]

1) Strain hardening

2) Perfectly elasto-
plastic curve

Table 1 – Summary of Damage Indices
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result for creating a pushover curve, however it does 
not provide any structural damage identification. 
A damage occurrence including distinct variants of 
these EDPs is referred to as a damage index. Several 
investigations were done, as indicated in table 1 to 
compute the damage index.
	 The new DI assessment has number of advantages, 
which are listed below. (i) The DI is suitable to 
estimate including variation of stiffness of structure 
and absorbed energy related with first hysteretic cycle 
(ii) it is simple and requires minimum computations 
time (iii) it excludes nonlinear dynamic time history 
analysis, which is complex, time-consuming, and 
requires large amount of ground motion data. Proposed 
DI methods are describe below.

Energy based damage index (EBDI)
	 Nonlinear analysis has input energy in the form 
of seismic loads and output energy that resists the 
earthquake load as shown in equation (1) [21]. The 
inelastic energy in equation (1) is represented the 

damage caused by persistent plastic rotations in beams 
and columns. The entire energy absorbed by the 
structure is determined using nonlinear static analysis 
at many critical locations (performance levels) on 
the pushover curve. In equation (2), DI is the ratio 
of absorbed inelastic  energy at intended performance 
level to total  absorbed inelastic  energy from the 
pushover curve. 

Ei (input energy) = Ee + Ed                                                             (1)

Where, 
Ee (elastic strain energy) = Ek (kinetic) + Es (strain), & 
Ed (dissipated energy) = Eh (hysteretic) + Eζ (damping)
	 An inverted triangle as per IS 1893, mode type 
(parabolic curve) and acceleration types of monotonic 
loads are applied to generate pushover curves. The 
area beneath the curve represents the structure's energy 
absorption. This area computation technique integrates 
cumulative cyclic loading effects, eliminating the 
need for non-linear dynamic analysis. The ability 
of structural components to dissipate energy via 

Fig. 1 (a), (b) & (c) various absorbed energy on critical points of pushover curve
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hysteretic action is known as its energy absorption 
capacity [12]. In pushover analysis, the first hysteretic 
cycle was established by computing the area under the 
pushover curve using monotonic loading, in which a 
maximum amount of various energies were absorbed 
through lateral load. Performance level at operational 
is defined as the area under the pushover curve up to 
the first yielding point (Figure 1a). Energy absorption 
by a structure up to a specific performance point is 
called energy at targeted performance point.

Damage index (DiEnergy)  = 
 (2)

Energy @ t.p = (3)

Where, 
E (t.p) targeted point = energy at targeted performance  
                                      level
Eop. = energy at operational level, & 
Eco. = energy at collapse level
Figure 1c is depicted the structure's total nonlinear 
energy capacity (Ecollpase). (Until the curve collapses.) 
Figure 2 is shown its polynomial equation for 
calculations energies at different levels of the curve. 
On the pushover curve, equation (2) computes energy-
based damage index, whereas equation (3) computes 
absorbed energy at different point on curve.

Stiffness based damage index (SBDI)
The structure's stiffness decreases with each step 
when performing pushover  analysis, and it depends 
on several variables. Powell & Allahabadi (1988) 
[12] had been performed the nonlinear dynamic 
analysis and proposed stiffness-based damage index. 
In 1999, Ghobarah et al [13] had been proposed new 
empirical technique based on pushover and nonlinear 
time history analysis. However, M. Zameeruddin [18] 
had been modified the approach and addressed the 
cumulative effects of stiffness degradation parameter 
using pushover  analysis, and proposed  empirical 
formula to compute stiffness based DI but it is mostly 
applied for regular frames. In this research, a new 
methodology was used to assess the cumulative effects 
of each incremental step in deteriorating stiffness. The 
stiffness based damage index is calculated using the 
initial slope at the pushover curve's critical points. The 
applied monotonic lateral load and displacement are 
directly and inversely proportional to the structure's 
stiffness respectively. Stiffness is determined by the 
initial slope at each performance level. It is proposed 
equation (4) to calculate a stiffness based damage 
index on the pushover curve. As illustrated in figure 
3, the stiffness based damage index is computed at 
different performance levels of the curve.

(4)

Where, DI k, targeted point = stiffness based damage 
index at targeted level

Fig. 2 – Standard pushover curve with fitting curve               Fig. 3 – stiffness on performance level
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∑V = V1 +V2 +V3 +---+ Vn (summation of base                
                                       shear at targeted level)
∑K = K1+K2 +K3 +---+ Kn (summation of  
                                      stiffness at targeted level)
Where, 1, 2, 3, n are the incremental lateral steps
d  = corresponding displacement at targeted level

Building example
	 The proposed DIs are applied on 4, 6, and 9 storey 
unidirectional setback type of irregular buildings. The 
bay dimensions are taken 5 m in each direction, and 
foundation and remaining floor heights are assumed 
2 m and 4 m respectively. Figure 4 is shown building 
plans and elevations for 4, 6, and 9-storey buildings 
with plan aspect ratios (AR) of 0.5, 0.75, and 1.00. 
Three building heights indicates short, medium, and 
long natural time periods. There are three monotonic 
loadings and three plan aspect ratios of 0.5 (20m x 
10m), 0.75 (20m x 15m), and 1.00 (20m x 20 m). S4 
0.5 UD X indicates 4 storey with plan aspect ratio 
0.5 using user defined plastic hinges and X represents 
horizontal direction. For 4 and 6 storey outer sizes 
of columns are taken 300 x 600 mm and 9 storey 
buildings they are considered 300 x 750 mm.
	 For buildings square columns and beams are 
assumed 600 × 600 mm and 230 x 450 mm respectively. 
Yield strength of reinforcement and characteristics 

strength of concrete are taken 415 MPa and 25 MPa 
respectively. The slab load 3.75 kN/m2 and 1 kN/m2 
floor finish are taken. The masonry walls loads are 
230 mm thick on the outside and 115 mm thick on 
the inside are assumed. The live load on all slabs 
is considered 2 kN/m2.  IS 1893 is used to calculate 
seismic load, and zone factor 0.16, importance factor 
1, response reduction factor 5, and medium soil strata 
are taken for analysis.

Nonlinear modelling 
	 Buildings are designed using IS 456 and IS 1893 
codes, followed by linear static and dynamic analysis. IS 
1893 suggests decreasing structural elements' moment 
of inertia, thus present work is  incorporated  strong 
columns and weak beams approach. RC beams and 
columns with lumped plasticity were modelled in SAP 
2000. User-defined plastic hinges are applied to both 
ends of columns and beams at a distance 5% of beam's 
length. Table 2 is shown the plastic rotation capacity 
approval requirements and modelling parameters 
for immediate occupancy, life safety, and collapse 
prevention. Plastic hinges are given flexure hinges in 
the M3 moment for beams and columns, and P-M2-M3 
for columns. The pushover curve is determined at 4% 
lateral drift of the building. Acceptance requirements 
for beam and column hinges are assumed as per 
FEMA-356 [29] and ATC-40 [30].

Fig. 4 – Plans and elevations
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Table 2 – Plastic rotation limits and acceptance criteria [29-30]

Plastic rotation angle (radians)
Acceptance criteria for RC beams

Component type

IO Primary Secondary

LS CP LS CP

0.003 0.010 0.015 0.018 0.025

Acceptance criteria for RC columns

IO LS CP LS CP

0.003 0.012 0.015 0.018 0.025

Results and discussion
	 The setback kind of vertical irregularity 
is shown unexpected outcomes due to torsional forces, 
which are moments or twisting stresses acting on the 
structure along its vertical axis while performing 
nonlinear analysis. The structural components of 
the buildings, such as the columns and beams, 
are susceptible to experience extra stresses and 
deformations as a result of these torsional forces. The 
torsion effect in setback type of reinforced concrete 
buildings can have significant implications on the 
structural response and stability of the building. It can 
result in uneven distribution of lateral loads, such as 
earthquake loads, leading to irregularities in bending 
moments, shears, and rotations in the structural 
components.
	 Standard 54 pushover curves are developed using a 
wide range of setback types of buildings and are used 
to estimate damage at different performance levels of 
the curve. Sample result of pushover analysis for S4_
AR_0.5_ UD_ Accl- X dir._ case is shown in table 3. 
For an energy-based seismic index, pushover curves 
are used to calculate different inelastic energies at 
various performance levels of the curve; additionally, 
each incremental step (lateral loading) reducing the 
stiffness of the building is critically evaluated, and 
cumulative effects are taken into account to compute a 
stiffness-based seismic index. 
	 Proposed damage indices are validated with existing 
Powell and Allahabadi’s [12] and Zameeruddin and 
K. Sanghle [18] deformation based and strength 
based damage indices respectively. For the example 
S4 AR 0.5 X, Fig. 5 depicts a pushover curve with 
a fitting curve of six-degree polynomial equation. 
Every incremental step resulted in a progressive loss 

in stiffness, causing damage to the predefined plastic 
hinges. Figure 6 is shown, the stiffness of the structure 
degrades at various performance levels as the drift 
of the building increases. Sample calculation results 
of energy based damage index and stiffness based 
damage index are shown in table 4 and 5 respectively.

Fig. 6 – Stiffness degradation curve

	 Out of all examples, 4 storey building with aspect 
ratio 0.5 case is shown in figure 7 and 8. It has 
represented drift versus energy and stiffness based 
damage index, respectively. Total 18 graphs of drift 
versus energy based DI and 18 graphs of drift versus 
stiffness based DI have developed to review the 
overall response of variety of buildings. For all three 
load scenarios, the drift limit at the performance point 
in a 4-storey building with an aspect ratio (AR) of 0.5 
is about 0.285 % to 0.376 % and 0.331 % to 0.454 
% in the x and y directions, respectively. In x and y 
directions, the energy based DI range was 0% to 4.82 
% and 0% to 7.80 %, respectively. Drift is almost the 
same in aspect ratios (AR) 0.75 and 1.00 as in 0.5 

Fig. 5 – Typ. pushover curve with fitting curve and  
polynomial equation
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AR, however the energy based DI ranges have been 
adjusted to 1.93 % to 5.16 % and 0 % to 3.95 % in the 
x direction and 4.04 % to 8.30 % and 0 % to 4.66 % 
in y direction, respectively.
	 For all three load scenarios, the drift limit at 
performance point in a 6-storey building with an 
aspect ratio (AR) of 0.5 is found to be 0.296 % to 
0.398 % and 0.336 % to 0.475 % in the x and y 
directions, respectively. In the x and y directions, the 
energy based DI range is 0 % to 9.19 % and 0 % to 
14.98 %, respectively.

	 The drift is virtually the same in aspect ratio (AR) 
0.75 and 1.00 as it is in 0.5 AR, but the energy based 
DI range for AR 0.75 and 1.00 has been adjusted to 0 
% to 5.68 % and 5.34 % to 27.33 % in the x direction 
and 0 % to 8 % to 7.06 % to 27.87 % in the y direction, 
respectively.
	 The drift limit at performance point for all three 
load cases are illustrated in 9 storey buildings with 
all aspect ratios, just as it is in a 6-story building. 
However, with 0.5 AR, the energy based DI range is 
modified to 12.05 % to 35.92 % and 13.17 % to 33.60 

Step no. Disp. (mm) Base Shear (kN) A-B B-IO IO-LS LS-CP CP-C C-D D-E Beyond-E
0 0 0 308 0 0 0 0 0 0 0
1 0.720 10.124 308 0 0 0 0 0 0 0
65 46.80 658.084 307 1 0 0 0 0 0 0
109 78.48 959.858 267 39 2 0 0 0 0 0
261 187.92 1309.10 200 30 77 1 0 0 0 0
323 232.56 1389.94 195 12 63 37 0 0 1 0
530 381.60 1571.62 193 8 20 4 0 0 82 1

Table 3 – Pushover result for S4_AR_0.5_ UD_ Acceleration- X dir._ case

Step
No.

Dis. 
(mm)

Base Shear 
(kN)

Per.
level

Region Drift (%) Area under curve 
(kN-m)

EBDI (%) Remarks

0 0 0 - - 0.000 - - Total 308 hinges
1 0.72 10.12 OP A-B 0.004 -0.037 0.00 First step of Elastic range
64 46.08 647.9 OP A-B 0.256 -2.376 0.00 Last step of Elastic range
65 46.80 658.0 IO B-IO 0.260 -2.413 0.40 First hinge formation
72 51.87 722.4 P.P IO-   LS 0.288 -2.639 2.87 P.P @ IO-LS
109 78.48 959.8 LS IO-   LS 0.436 -4.021 17.93 Hinge @ IO-LS
261 187.9 1309 CP LS-  CP 1.044 -9.418 76.77 Hinge @ LS-CP
323 232.5 1389 C CP-C-D-E 1.292 -11.55 100 Hinge @ D-E

Table 4 – EBDI calculation for S4_AR_0.5_ UD_ Acceleration load- X dir._ case

Table 5 – SBDI calculation for S4_AR_0.5_ UD_ Acceleration load- X dir._ case

Step 
no.

Drift (%) Stiffness
(kN)

Cumulative-base shear, 
∑Ko x dc
(kN)

Sum. Of base shear, 
∑V 
(kN)

Ratio of 
col.5/col.4

(%)

SBDI
(%)

Remarks

1 0.004 14061.1 10.124 10.124 1.00 0.00 First step 
65 0.260 14061.6 42775.41 21716.76 50.77 49.23 First hinge 
72 0.288 13935.3 52640.57 26583.31 50.67 49.33  P.P @ IO-LS
109 0.436 12230.6 117713.40 58406.34 49.62 50.38 Hinge @ IO-LS
261 1.044 6966.28 541622.70 235964.1 43.57 56.43 Hinge @ LS-CP
323 1.292 5976.72 763074.19 319764.8 41.90 58.10 Hinge @ D-E
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Table 7 – damage indices at performance point for  
4 storey building

Sr. 
No.

Storey_ 
AR_UD_ 

Dir.

loading 
type

Sd  

(mm)
Drift
(%)

Di E  
(%)

Di K
(%)

Di D 
(%) 
P&A  
(1988)

Di V 
(%) 
Z&K 
(2017)

1 S4_0.5_
UD_X

Accl. 51.24 0.285 2.87 49.33 2.76 51.62
2 IS-1893 67.70 0.376 0.00 49.47 0.00 49.29
3 Mode-2 59.07 0.328 4.82 49.46 4.66 57.77
4 S4_0.5_

UD_Y
Accl. 59.53 0.331 5.73 49.44 4.44 51.26

5 IS-1893 81.79 0.454 0.00 49.56 0.00 45.62
6 Mode-1 76.70 0.426 7.80 49.69 7.57 52.92
7 S4_0.75_  

UD_X
Accl. 51.31 0.285 1.93 49.31 1.86 50.31

8 IS-1893 63.98 0.355 5.16 49.55 4.99 61.81
9 Mode-2 58.94 0.327 4.00 49.44 3.88 57.17
10 S4_0.75_  

UD_Y
Accl. 57.67 0.320 4.04 49.41 3.92 50.86

11 IS-1893 74.63 0.415 8.30 49.69 8.09 61.07
12 Mode-1 73.63 0.409 6.11 49.58 5.92 50.43
13 S4_1.00_  

UD_X
Accl. 51.39 0.286 1.93 49.31 1.86 50.87

14 IS-1893 67.26 0.374 0.00 49.46 0.00 49.91
15 Mode-2 58.88 0.327 3.95 49.44 3.82 58.18
16 S4_1.00_  

UD_Y
Accl. 56.31 0.313 3.44 49.39 3.34 51.43

17 IS-1893 75.82 0.421 0.00 49.52 0.00 47.36
18 Mode-1 70.82 0.393 4.66 49.52 4.51 49.40

	 The drift range for any load pattern did not vary 
much with building’s height, although lateral drift is 
increased at life safety level in aspect ratio 0.5 in the y 
direction. In compared to IS 1893 and mode type load 
patterns, all three structures show larger drift in all 
aspect ratios. Table 6 shows various damage indices 
derived for S4 0.5 UD X building example. In any case, 
DI is assumed to be 100%, which indicates the building 
is no longer useful. In all cases, the performance point 
is well within the life safety level drift limit. As shown 
in table 7, the performance point is reached when the 
stiffness damage index reaches approximately 50%. 
As a result, the building experienced more damage 
as building's stiffness deteriorated.

Conclusion
	 There have been several attempts to estimate 
seismic damage indices, but the majority of them 
were based on regular or irregular 2D frames that 
did not show correct behavior against torsion effects 
due to vertical irregularity. In order to perform 
nonlinear analysis, precisely analyses the torsional 
effects, and provide suitable design solutions for 
ensuring the structural integrity and stability of 
setback type buildings, computer-aided analysis and 

% in the x and y directions, respectively. In the case of 
aspect ratio (AR) 0.75 and 1.00, the energy based DI        
range is adjusted to 0 % to 13.66 % and 0 % to 12.89 
% in the x direction, and 0 % to 18.10 %   and 0 % to 
15.34 % in the y direction, respectively.

Fig. 7 – Relationship between energy based  
damage values and drift

Table 6 – Damage indices at performance levels on curve of 
S4_AR_0.5_X_Accleration

Per. 
level

Sd (mm) Drift 
(%)

Di E 
(%)

Di K
(%)

Di P&A      
(1988) (%)

Di Z&K      
(2017) (%)

OP 46.080 0.256 0.00 0.00 0.00 0.00
IO 46.800 0.260 0.40 49.23 0.39 46.96
P.P 51.236 0.285 2.87 49.33 2.76 51.62
LS 78.480 0.436 17.93 50.38 17.37 68.83
CP 187.920 1.044 76.77 56.43 76.07 94.14
C 232.560 1.292 100.00 58.10 100.00 100.00

Di E    = EBDI,  Di k = SBDI,
Di P&A  = Powell & Allahabadi’s  deformation based DI [12]
Di Z&K  = Zameeruddin & K. Sanghle’s strength based DI [18]

Fig. 8 – Relationship between stiffness based 
damage values and drift 
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design techniques are frequently utilized. The torsion 
effect must be taken into account when designing 
such buildings in order for estimating  their safe and 
effective performance throughout their service life. It 
is observed that while nonlinear analysis in particular, 
short buildings with setbacks, induced a susceptible 
response and hence demanding more attention for 
deigning to achieve life safety performance level. 
In past the majority of them collapse under design 
earthquake. The current analysis is performed on 
3D vertical irregular buildings that indicates torsion 
caused the unexpected nonlinear response, and that 
torsion makes the structure vulnerable, based on this 
study the following conclusions can be made.
	 3D vertical irregular buildings are being analyzed 
and produces reliable findings, and it has been proved 
that both recommended approaches can properly 
estimate the damage to 3D irregular buildings. Both 
damage indices can be used to calculate damages at 
any point along the pushover curve. It is considerably 
more appropriate and efficient to estimate the damages 
for existing and proposed irregular buildings at any 
point along the curve. It is suggested that damage 
at the point of performance be assessed using all 
three monotonic load pattern types. The main factors 
influencing absorbed energy and stiffness degradation 
were load patterns. The proposed damage indices 
calculate the damage value at the targeted performance 
levels, which incorporates the contribution of all 
nonlinear responses at each incremental step of 
the pushover, addressing the cumulative effects of 
degrading stiffness that were previously unaccounted 
for by the existing damage estimations. The pushover 
curve results are shown in all cases show that the drift 
is well within permitted limits according to existing 
standards.
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Introduction: 
	 Urbanization, accommodates the rising demand 
for commercial and residential space, is a main factor 
of a country's socioeconomic growth. Many cities in 
established and developing countries, such as Japan, 
China, Malaysia, and India, are moving toward the 
development  constructions of tall structures.   Tall 
structures in metropolitan areas, on the other hand, 
have an impact on the surrounding wind flow pattern. 
Conventional forms like squares and rectangles 
have been extensively employed in most nations 
because of their simplicity, and ease of construction.
The unconventional or aerodynamic shape, on the 
other hand, is always attractive and eye-catching to 
the observer. The construction of unconventional 
or aerodynamic shaped tall structures is always a 
difficult task for architects and designers. In compared 
to conventional or traditional tall structures, the wind 
load in this kind of construction is much different.
Tall circular, elliptical, octagonal, and square shape 
buildings with smooth round corners looks attractive. 

Hence, in tall buildings structural safety is more 
critical than a dead load or fixed load. Wind loads are 
a serious hazard for tall buildings due to their height 
and slenderness. The building's design and height are 
very sensitive to horizontal wind loads.
	 A building's wind resistance is reduced and the 
wind patterns around it is altered when its shape is 
modified from conventional to unconventional(i.e. 
aerodynamic shape). Studies on unconventional 
tall buildings have concentrated on just one or two 
aerodynamic alterations on conventional plan shaped 
tall structures because of the complexity of wind flow 
in these structures. There have been several studies 
into the different configurations of "L" and "T" shape 
tall structures [1], triangular plan form tall buildings 
[2], and tapering buildings [4,20, 21, 22], as well as 
the adjustment of corners in constructions [6, 8, 13].
	 Through the use of an experimental wind tunnel test, 
Amin and Ahuja [1] estimated the impacts of wind on 
two rectangle-shaped interfering buildings that were 
situated in close vicinity to each other and performed as 
a "L" and "T" plan shaped building, respectively. Banda 
et al. [2] investigated the aerodynamic characteristics *Corresponding author.
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of numerous aerodynamic changes in triangle plan 
shaped tall structures in a wind tunnel. A. Baskaran 
and T. Stathopoulos [3] used the control volume 
approach to discretize wind around a block-shaped 
building in 3-D complex flow circumstances. Deng 
et al. [4] discovered that a taper-shaped tall structure 
with chamfered corners and ventilation apertures 
at the corners is more effective in decreasing wind-
induced reactions than a square building. Gomes et al. 
[6] used a wind tunnel test to characterise the pressure 
distribution on irregular plan shape structures in the L 
and U shapes. Li et al. [8] analysed a standard square 
form model and compared it to chamfered, recessed, 
and rounded corner models in order to demonstrate 
how the corners of a traditional square structure 
effect on wind load reduction. Mathews and Meyer 
[9] explored two different building geometries in two 
dimensions for the purpose of numerical modelling of 
wind loads. Sevalia et al. [11] investigated the wind 
flow over rectangular bluff bodies and the impact of 
alternative geometric plan shapes of tall structures 
on force coefficient, such as square, hexagon, and 
octagon. Tso et al. [13] investigated chamfered corner 
recessed models with different aspect ratios in building 
models and discovered that recessed corners had a 
considerable influence in lowering both cross-wind 
and along-wind moments. Verma et al. [14] studied 
wind angle affects the wind load distribution on 
square-shaped tall buildings. Kim et al. [20] studied 
three aeroelastic tapered tall building models with 
taper ratios of varying 15, 10, and 5% in a wind tunnel 
that simulated the suburban environment. Tanaka et 
al. [21] investigated the aerodynamic response of tall 
structures due to wind and flow characteristics in wind 
tunnel tests and computational fluid dynamics (CFD) 
simulation, with the setback model being one of them. 
Xiu[22] investigated super tall building aerodynamic 
optimization and its efficacy assessment in terms 
of tapering, twisting, and stepping, with the goal of 
minimizing the conflict between the optimization 
scheme and other design considerations.
	 In order to estimate the behaviour of wind 
interaction with structures, the CFD module is 
utilised than a wind tunnel. CFD can be used to 
enhance understanding of wind flow over a structure. 
When wind tunnels are not feasible, CFD numerical 
simulations might give a great deal of information on 
physical factors like as pressure, drag force, and so on, 
across the entire computational domain.
	 This study focused on the pressure and force 
coefficients, as well as flow patterns around 

conventional and unconventional shape of tall 
structures, as prescribe by Indian standard Code 875 
(Part – 3), 2015. The structures have considered the 
same plan area and height. For wind incidence angle 
0°, the models are investigated using CFD simulation. 
The change in form of the building from a sharp edge 
to a rounded edge causes an incredible change in force 
coefficient, which also affects the wind flow patterns 
in the wake zone of the tall structure. This study also 
attempted to address the change in force coefficient, 
which contributes in the better design of tall building 
shapes. The drag force value obtained by numerical 
simulation was used to compute the value of force 
coefficient on different shapes of conventional and 
unconventional shaped buildings, and the results were 
compared to the Indian standard code of practice IS: 
875(Part - 3), 2015.

Theoretical Background
	 CFD is a part of fluid mechanics that generates 
a virtual wind tunnel simulation and a data structure 
to solve fluid flows problem. CFD is a highly useful 
technology and a great alternative to using a wind 
tunnel. In CFD, there are several methods available 
for forecasting the wind effect.
	 Turbulence models based on large eddy simulation, 
Reynolds-average Navier Stokes and direct numerical 
simulation methods [16, 17]. They are hardly used and 
undesirable for rural wind calculations and wind low 
investigations because of their high processing costs 
and difficulties in modification [18, 19]. Furthermore, 
Janseen W.D. at el. [19] proposed that LES is suitable 
for wind flow computation, whereas simulations 
from multiple wind directions are frequently used for 
pedestrian-level wind flow study [14, 17]. As a result, 
because transient analysis has a large processing cost, 
RANS stable analysis is used to calculate wind flow  
[18, 19]. In CFD software, there are various ways 
for predicting wind flow and its properties. The 
turbulence was simulated using two numerical 
models, namely k – ω (SST) and k – ε (Realizable). 
The governing equations for the rate of dissipation of 
fluid flow ε and the turbulence kinetic energy k, k – ε 
(Realizable) model are based on transport equations. 
Equation – 1 represents the transport equation.

Where,
Turbulence's kinetic energy is determined by mean 
velocity gradients and is represented as . Turbulence's 
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terrain, height, topography, and cyclonic zone importance available in the code of practice 
[7].  
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Figure 1. Plan of tall buildings 
 

In general, the prevailing wind velocity decreases with height until it is considered 
smooth and achieves its gradient velocity. Figure – 2 shows the relationship between height 
above the earth's surface and prevailing wind speed. 

Fig. 1 – Plan of tall buildings.

kinetic energy caused to buoyancy is indicated by 
and represents the proportion of variable dilatation 
to total dissipation in compressible turbulence . 

 = 1.9, Prandtl number  = 1, and Prandtl 
number  = 1.2 are the constants in k – ε models. Air 
has a density of 1.225 kg/m3. Back-flow turbulence 

was assessed to be 5% intense. Equations–2 and 3 
of the k – ω (SST) model include a component of 
derivation of damped cross-diffusion.
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and

Where,  is kinetic energy of turbulence, generated 
as a result of mean velocity gradients,  stands for 
Generation of ω. ,  represents effective diffusivity 
of k and ω respectively, similarly,  ,  represents 
turbulence dissipates k and ω respectively. Finally,  
represents cross diffusion and  represents source 
terms.

Description of Building Models (B.M.):
	 Table 1 and Figure – 1 provides details of tall 
building models.  As shown in figure, B.M. – 01 
and B.M. – 02 for conventional or traditional shape 
tall buildings and B.M. – 03 to B.M. – 12 are 
unconventional or aerodynamic shape tall buildings 
plan utilised for numerical modelling and had the 
same plan area. CFD software is used for numerical 
simulation of wind incidence angle of 0°.

Methodology:
	 A CFD simulation of a bluff body in both a 
conventional and an unconventional or aerodynamic 
shape was performed. Domains are the areas of fluid 
flow in Fluent. Fluid domains define a fluid flow zone.

Table 1 – Identification of tall building model's conventional and 
unconventional/aerodynamic shapes.

Identification
of the Building 
Model (B.M.)

Geometrical Configuration

Conventional shape plan
B.M. – 01 Square with sharpe corner
B.M. – 02 Rectangular with sharpe corner

Unconventional or Aerodynamic shape plan

B.M. – 03 Square with curve corner
  

B.M. – 04 Square with curve corner
 

B.M. – 05 Rectangular with curve corner 

B.M. – 06
Rectangular with curve corner , 
corner Vertical orientation

B.M. – 07 Hexagon with sharpe edges corners
B.M. – 08 Octagon with sharpe corner
B.M. – 09 12-Side polygon with sharpe edge corner

B.M. – 10 Triangular sharp edge corner 

B.M. – 11 Elliptical
B.M. – 12 Circular

Basic Wind Speed:
	 In order to compute design loads on structures, all 
meteorological stations measure fundamental wind 
speeds at a height of 10 metres. The design wind 
speed is calculated by multiplying the fundamental 
wind speed by factors including probability, roughness 
of terrain, height, topography, and cyclonic zone 
importance available in the code of practice [7]. 
	 In general, the prevailing wind velocity decreases 
with height until it is considered smooth and achieves 
its gradient velocity. Figure – 2 shows the relationship 
between height above the earth's surface and prevailing 
wind speed.

Boundary Condition:
	 The numerical examination for all models was 
carried out using CFD simulation with the same 
boundary condition. A tall structure with a conventional 
or regular shape plan form and an unconventional 
or aerodynamic shape plan form has the same plan 
dimension and height, which are replicated in the 
same domain to verify the research with Indian 
standard code 875 (Part-3), 2015. To allow for proper 
flow development, the inlet, lateral, and top walls 
should be placed 5H (H = Height of building) from 
the building model, and the outflow boundary should 
be placed 15H (H = Height of building) behind the 
building model, as recommended by Franke J. et al. 
[5] and Revuz et al. [10] as shown in Figure – 3.
	 The flow direction must be parallel to the boundary 
surface normal determined at each element face on 
the inlet boundary to satisfy the direction restriction. 
The velocity of the fluid at the wall boundary is set to 
zero for no slip walls (no wall velocity), therefore the 
velocity boundary condition becomes Uwall = 0. The 
velocity component parallel to the wall has a finite 
value for a free slip wall, but the velocity component 

Fig. 2 – Relationship between the height on the earth's surface 
and prevailing wind speed.
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normal to the wall and the wall shear stress are both 
zero: Uwall = 0, sw = 0. The following power law 
equation (Equation – 4) is used to determine the 
velocity profile of the atmospheric boundary layer in 
the CFD.

	 Where,  represents the gradient height, which is 
assumed to be 10 metres above mean ground level. 
For terrain category - II,  was 44 m/s mean wind 
velocity at gradient height.   is the coefficient of 
ground surface friction.
	 According to Jawad S. Touma [12], boundary layer 
wind flow from the inflow is generated using a power 
lawand  is parameter that varies with roughness of 
ground is 0.14 for terrain category – II. As shown in 
Figure – 4, velocity profiles generated in FLUENT 
module of CFD ANSYS 2019 R.3. Building walls are 

no slip condition but sidewall, building top and top of 
the domain is free slip condition have considered for 
numerical simulation.

 
(a) 2 - Dimensional plan 

 

 
(a) 2 - Dimensional elevation 

 
 

Fig. 4 – Velocity profile.

Fig. 3 – Details of domain for numerical simulation under ANSYS - Fluent.

(b) 2 - Dimensional elevation
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Force Coefficient
	 Force coefficients are non-dimensional like pressure 
coefficients. Wind flows never stop when they strike 
an object, but they may traverse it. The interaction 
of an object with the wind generates an aerodynamic 
drag force on a surface as shown in Equation – 5.

	

	 Here,  represents the force coefficient,  
represents the total aerodynamic drag force,  is the 
density of air [1.225 kg/m3], A is the projected frontal 
area of tall building, and V represents the wind velocity 
at the top of the building.

Computational Meshing
	 Numerical simulating under CFD involves the 
segmentation of the domain into smaller elements and 
non-overlapping subdomains, in order to solve the flow 
physics within the domain that has been established. 
This greatly helps in the creation of cells in terms 
of meshing, or elements, within the domain that has 
been established. When it comes to CFD solutions, 
the number of meshing cells inside the domain 
has a considerable influence on the accuracy of the 
solution. As shown in Figure – 5 for all the models in 
the simulation tetrahedral meshing is utilised, which 
was quite efficient. Finer meshing is used around the 
building and inlet boundary meshing, with a minimum 
curvature size of elements of 5 m for smooth wind 
flow transmission and a maximum curvature size of 
elements of 80 m for the entire domain.

Results and Discussion
	 This section will address all the conventional tall 
building models as well as all of the unconventional 
or aerodynamic tall building models (B.M.), which 
were all subjected to numerical simulations. It is 

assumed that the wind incidence direction is equal to 
0°. As shown in Table 2 and Figure – 6, the estimated 
wind force coefficients for various tall building shapes 
using both the k – ω (SST) and k – ε (Realizable) 
model approaches, which were compared to the Indian 
standard code 875 (Part-3) in 2015 at a wind incidence 
angle of 0°, were found to be within acceptable ranges. 
For the numerical simulation, the height/breath ratio 
of all the models established as specified by Indian 
standard code of practice IS: 875(Part 3), 2015 [7].

Table 2 – Force coefficient comparison of different tall building 
models (B.M.).

Building 
models 
(B.M.)

Geometry of B.M.

Force coefficient

k – ε 
(Realizable)

k – ω 
(SST)

IS:875 
(Part-3), 

2015

Conventional shape plan

B.M.– 
01 

1.132 1.134 1.35

B.M.–02 1.039 1.041 1.00

Unconventional or Aerodynamic shape plan

B.M.–03 0.445 0.438 0.50

B.M.– 4 0.485 0.484 0.40

B.M.–05 0.467 0.466 0.50

Fig. 5 – Tetrahedral meshing patterns
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B.M.– 6 1.002 1.006 1.07

B.M.– 7 1.132 1.131 1.25

B.M.–8 1.059 1.057 1.15

B.M.– 9 0.915 0.915 0.70

B.M.– 
10

0.776 0.756 0.78

B.M.– 
11

0.159 0.157 0.20

B.M.– 
12

0.461 0.457 0.50

	
	 At half the building's height, Figure – 7 shows the 
flow field around a tall building with conventional and 
unconventional shape models in horizontal planes. 
CFD unsteady flow study using the ANSYS/Fluent 

software was used to get the wind flow. A power law 
velocity profile was entered using the user-expression 
function provided in ANSYS/Fluent to perform all 
simulations, which were conducted using the k – ω 
(SST) and k – ε (Realizable) turbulence models, 
respectively.
	 Structures such as buildings have substantial 
effects on the flow conditions in their surroundings. It 
is first necessary to explain how flows around square 
and rectangular tall buildings are formed in order to 
better understand the effects that sharp-edged corners 
have on these structures. Conventional shapes such 
as square and rectangular tall buildings are relatively 
common, and they are particularly sensitive to vortex 
shedding during high wind events, which can cause 
them to collapse. As soon as the wind reaches the 
structure, it starts to diverge; some of it travels around 
the structure, while the remaining passes over the top 
of the structure. Due to the building's sharp corners, 
flow separation occurs, resulting in high-speed corner 
flow and shear layer separation. This caused the corner 
flows to merge with the main flow. Recirculating flow 
occurs at the building's leeward surface as a result of 
an under-pressure zone, which increases the value of 
the force coefficient for B.M. – 01 (square shape) and 
02 (rectangular shape) to 1.134 and 1.041, respectively.
Changes in the cross-section of the building, such 
as a B.M. – 03 (square with r/b = 1/6), a B.M. – 04 
(square with r/b = 1/3), or a B.M. – 05 (horizontal 
rectangular shape with r/b = 1/3), improve wind flow 
around the building corners by reducing the area of 
the high wind speed zone near the building corners 
due to reduced deviation of separated flow, as showed 
in Figure – 7. The wake width of the B.M. – 03, B.M. 
– 04, and B.M. – 05 models is decreased, resulting in 
an increase in negative pressure (less negative) on the 
leeward side of the tall building model and a decrease 
in the wind induced force coefficient for B.M. - 03 
(square with r/b = 1/6), 04 (square with r/b = 1/3), 
and 05 (horizontal rectangular shape with r/b = 1/3) to 
0.445, 0485, and 0.467, respectively.
	 Increased use of sharp-edged corners in B.M. – 
07 (Hexagon with sharpe corners edges), B.M. – 08 
(Octagon with sharpe corner), and B.M. – 09 (12-Side 
polygon with sharpe edge corner) results in a greater 
reduction in wind pressure coefficient. The cross-
sections of B.M. – 08 (Octagonal with sharp edge 
corner) and B.M. – 09 (12-sided polygon with shape 
corner) exhibit a high degree of corner. Increased in 
corner sections promote shear layer reattachment, 
wake shortening, and a rise in leeward pressure (less 
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negative), hence reducing body force coefficient to 
1.059, and 0.915 respectively.
	 The two-incline sides of the B.M. – 10 (triangular 
sharp edge corner with r/b = 1/48) have been considered 
towards the wind ward side and blunt side at leeward 
side. This results to change in a wind flow patterns 
due to increase in shear layer separation from the 
corner of the inclined face of tall building at leeward 
side, as illustrated in Figure – 7. The wake width of 
the B.M. – 10 is increased with increase in length of 
the blunt side, resulting in an increase in negative 
pressure on the leeward side of the tall building 
compared with B.M. – 06 (Rectangular with curve 
corner (1/12), Vertical orientation), and decreases in 
the wind induced force coefficient to 0.776 and 1.006.
	 The wake width of B.M. – 11 (elliptical), and 
B.M. – 12 (circular) models is reduced, resulting in 
an increase in negative pressure (less negative) on the 
leeward side of the building model and a reduction 
in wind generated drag force to 0.159 and 0.461 
respectively.

Conclusion:
	 The current findings shown that at wind incidence 
angles of 0°, various unconventional or aerodynamic 
geometries of tall buildings may generate significantly 

different drag forces than a conventionally shaped 
building. However, it is meant to be utilised critically in 
the future when designing tall buildings. The findings 
from both turbulence models have been presented in 
a way that is typically similar to the Indian Standard 
Code of Practice IS:875 (Part-3), 2015, with variances 
ranging from 5% to 25%.
The study's main findings are summarized as follows:
•	 Modifications to structural or aerodynamic layout 

may reduce wind-induced loads on taller buildings.
•	 Wind flow around a tall structure is influenced 

by aerodynamic changes to the geometry of the 
building, whether large or small.

•	 Minor modifications to square and rectangular 
corner rounding (with a smaller or larger radius), 
increased corner edges (hexagon, octagon, 
12-sided polygon), smooth curvature surface 
(elliptical, round), and other shapes improve shear 
layer reattachment and reduce wake width on the 
leeward side of the tall building, thereby lowering 
drag force and force coefficients.

•	 Due to the round corners and smoothness are more 
effective at reducing both force coefficient and drag 
force than sharp-edged corners, particularly for 
traditional designs such as square and rectangular 
shapes.

Fig. 6 – Force coefficient comparison of building models (B.M.).
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B.M.– 01 B.M.– 02
(a) Wind flow around conventional shape building plan

B.M.– 03 B.M.– 04

B.M.– 05 B.M.– 06

B.M.– 07 B.M.– 08

B.M.– 09 B.M.– 10

B.M.– 11 B.M.– 12
(B) Wind flow around unconventional or aerodynamic shape building plan

Fig. 7 – Aerial view of a velocity vector around tall building for 0° wind incidence angle.
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•	 As the number of sides rises, B.M. – 09 exhibits 
a more noticeable sharp edge corner effect than 
B.M. – 07 or B.M. – 08.

•	 For wind incidence angles of 0°, a CFD numerical 
technique based on k – ε (Realizable) turbulence 
models predict good agreement for various shapes 
with smooth surfaces and tetrahedral meshing. The 
k – ω (SST) turbulence model revealed excellent 
agreement for the various shape of the building 
with a sharp edge corner. Both turbulence models 
gave very comparable results.
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